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Abstract

"I'his thesis presents the application of non-minimum phase (NMP) w'-plane discrete NMIMO

(multiple-input-multiple-output) Quantitative Feedback Theory (QFT) to the design of a three-axis f

rale-commanded automatic flight control system for an unmanned research vehicle (URV). The 3
URV model -used has seven inputs and three outputs derived from the small-angle perturbation <

equations of motion. Plant parameter uncertainty consists of six flight conditions derived from

variations in the aircraft center of gravity, airspeed, and gross weight. A weighting matrix A is

e et o

— ~
i R i e < vt

— (}]‘Mueed to post -multiply the plants for I>lgndmg the _geven effector inputs into three effcclive rate-
\ commaml inputs and resulting in an cffective plant P, = PA. Second order effector models and
first order feedback sensor models are included in the plant. A time-scaled recursive algorithm

is used to transform the continuous plant models to the w'-plane thereby avoiding the numeric

= problems associated with an-intermediate z-plane representation. All the URV plant elements are
minimum phase (MP). The transformation produces, however, a sampling NMP zero and one other

NMP zero due to the three pole excess actuator/sensor model elements. These NMP elements

limit the available loop bandwidth (/;(jv)). Standard QFT design is used, with plant templates

= {P(yv)} which quantitatively express the plant uncertainty. Due to the loop bandwidth

limitations, only stability bounds are derived. The-loop transmissions ({;(jv)) are then-shaped to

achieve the maximum levels subject to the stability bounds. This is followed in the usnal QFT

manner with design of the prefilters. The design performance verification results include both

e e g gt = e PO [,
linear (no limiting) and hybrid (amph(ude limiting) simulations up to and including limiting of

all surfaces. Some flight conditions are open-loop unstable so, in these cases, limiting induces

instability. In this-design, instability results only when-all surlaces-are at or-very close lo-limiting.

Hard limiting and nominal performance is shown.




AUTOMATIC FLIGHT CONTROL SYSTEM DESIGN FOR AN
UNMANNED RESEARCH VEHICLE USING DISCRETE

QUANTITATIVE FEEDBACK THEORY

I. Introduction

Unmanned research vehicles (URV ’s) give flight control system engineers unique flight testing
capabilities. 'This class of a flight test vehicle provides a much needed testbed enviromment for the
eflicient evaluation of components and algorithms, and is used for testing everything from complete
flight. control systems and new flight control concepts to individual components such as acluators
and gyros. The Flight Dynamics Laboratory (WRDC/FIGL) at Wright-Patterson Air Force Base,
Ohio, has developed a URYV it calls Lambda to provide the Air Force with an affordable, flexible,

and adaptable airborne testbed.

Lambda was designed specifically as a testhed and, in keeping with that design philosophy,
an automalic flight control syslem will be implemented. Presently, Lambda is flown by radio-link
from the ground. The incoming signals from the pilot are used to directly manipulate the seven
effectors. The automatic flight control system will be inserted between the incoming signals from
the pilot on the grouiid and the effector actuators of the aircraft to implement the control laws for
Lambda’s response to pilot three-axis rate commands. On past URV’s, the flight control system
implementation has heen hardware intensive and thus not inherently flexible to modification and
upgrade. Lambda’s overall design strategy places the automatic flight control system implementa-
lion in software and thusdoes indeed make future upgrade and modification much-casier. In fact,
planned upgrades to Lambda’s basic flight control system, to further enhance its testhed utility,

include three-axis rate stabilization and pilot command augmentation. Future plans call for the ad-
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dition of autopilot functions including wings leveling, altitude hold, heading hold, and out-of-sight

maneuvering.
1.1 DBackground
The equations of motion (EOM ) for any aircraft are in general highly coupled, nonlinear, and

time-varying. The coefficients of these EOM can exhibit large variations throughout the aircraft

flight envelope. Figure 1.1 shows a typical flight envelope for a high performance aiveraft.

25000 ¥ L} 1 k] | ] LI 1 I
20000 |- <
O #2
15000 #40 4
Allitude
(f1)
10000 B -
O#3
5000 P -
#5
0 i ?#l [ 1 1 [ 1 A
0 50 100 150 200 250 300 350 400 450 500
Airspeed (knots) _J

Figure 1.1. Typical High Performance Aircraflt Fight Envelope

In general, a different set of equations exists describing the motion of the aircraft at every point
within the flight envelope. Design of a control system at a given operating point within the flight
envelope, such as-any of those depicted in Figure 1.1 above, is a relatively straight-forward task.
Practical flight control design, however, requires specified performance throughout all or part of
the flight envelope or, in other words, at an infinite number of operating points. This significantly
complicates the design problem since the designer will have or, for obvious practical reasons, may

only wanl to use the EOM for a few operating points, maybe as few as five, as shown in Figure




1.1 above, The design method used then must be able to manage the variation from one operating
point to the next and the uncertainty associated with all operating points in hetween. It must

provide valid specified robust compensation over the entire range of plant parameter variation.

Since an aircraft in flight represents a highly uncertain, nonlinear MIMO (multiple-input-
multiple-output) system plant, it becomes quite beneficial for the designer to simplify the problem
to make the design synthesis as easy as possible. In this thesis, the small-angle perturbation EOM
sel is used for each flight condition considered. The plant is linear and time-invariant in this form,
and the EOM set, to an acceptable approximation, describes the plant dynamics and is valid for

small-angle perturbations about a nominal or trim flight condition.

A large class of problems exists where the parameters of the plant are uncertain and where
the variation in these parameters are known and can he bounded. Many flight control problems, in-
cluding the Lambda URYV, fall into this class. Quantitative Feedback Theory (QFT ), developed by
Dr, Isaac Horowitz, is a feedback design technique capable of guaranteeing a priori specified perfor-
mance in a large problem class where the plant parameter variation is uncertain but bounded. This
technique is used in this thesis to synthesize compensation to provide a three-axis rate-commanded

flight. control system for the Lambda URV.

1.2 QFT History

QF'T has been shown to provide guaranteed control system performance for a large class of
systems with highly uncertain plants [6:686-687] [8, 31, 12]. The designer can specify the allowable
range of system response and, with knowledge only of the range of variation in the plant, synthesize
the compensator required to guarantee the a priori specified system performance. This is different
than other point design techniques in that every operating point falling within the designed-for
range of plant variation, an infinite number to be sure, will have the desired response characteristics

instead of only the finite number designed for in the point design technicues.
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In flight control system design, the designer usually has more control inputs than outputs to
be controlled. Lambda has seven possible control inputs (effectors) and three controlled outputs
of ¢, p, and r and is referred to as a MIMO system. In 1963, Dr. Horowitz presented, for the first
time, a technique capable of synthesizing a design around uncertain MIMO system plants [10:C'hap
10]. This was the first and beginning formulation of quantitative feedback design techniques.
Considerable work in multivariable control system design preceded and followetl this hook but dealt
with design synthesis in cases where the system plant was known. In 1979, Dr. Horowitz presented
a simpler multivariable design technique, based on his earlier work, for designing feedback around
highly uncertain plants [12, 13]. 1t is now well-known as Quantitative Feedback Theory or QI'T.

The features of the QFT method are [14:677]:

o It is quantitative in nature

o The MIMO solution is reducible to a set of MISO (multiple-input-single-output) equivalent
problems

v The design is tuned to the extent of the uncertainty and performance tolerances established
a priori

e It is a frequency domain technique

QF'L is particularly attractive in the MIMO case since the design problem can be decomposed
into the more tractable MISO cases where the design execution is performed on the-single-loop
equivalent systems with no coupling between the loops and no iteration required [12). A quick look
at the complexity of even a 3-dimensional MIMO problem shows vividly the significance of this

capability.

QFL was, in spite of its demonstrated merit, almost immediately criticized for its inherent
nonoptimality and overdesign. Dr. Horowitz admitted from the start that the method made no

optimality claim [12, 14]. He was quick to point out though that “the technique guarantees a
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satisfactory design. ..y a comparatively straightforward systematic procedure™ and no other design

technique could make that claim [14:699].

In later work in 1982, Dr. Horowitz improved his formulation of QF'T' and proposed a method
lo reduce the inherent overdesign by making nse of the fact that there is some correlation in the
uncertainties between the elements of the system plant [14:697] [13]. Knowledge of this correlation
would allow the designer to further reduce the loop design bandwidth and thus the overdesign of

the final design solution,

This improved formulation of QFT is presently being used extensively for flight control sys-
tem design problems at the Air Force Institute of Technology (AFIT). It has been applied quite
successfully to a number of very different design problems and aircraft. The following partial list

enumerates-some of the AFIT thesis efforts in QFT flight control research.

J. M. Adams — Digital QFT Design for the AFTI/F- 16 [1]

P. B. Amold — FCS Reconfiguration Using QFT [2)

B. T. Clough — Reconfiguration for a STOL Aircraft Using QFT [4]

3. S. Coucoules — Effects of Discrelizing QFT Designs [5)

S. W. llamilton — Digital QFT Design for an Unmanned Research Vehicle [8)

B. 5. Migyanko — Integrated Flight/Propulsion Control for a STOL Aircraft Using QFT [25)]

IX. N. Neumann — Digital QFT Design for the Control Recoﬁﬁgurable Combal Aircraft [28)

P.T. Ott — URV Reconfiguration using Digilal QFT (29)

I 11. Russell — Analog QFT Design for the I'C-135 [30)

D. L. Schneider — AFTI/F-16 FCS Design Using- Digital QFT [31)

QI'T has been highly developed for the design of analog control systems. For the past few

years, flight control research has and is being directed toward the design-of digital flight control
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syslems. Thus, great interest. exists now in discrete control design technique development. and
application. Discrete plane zontrol system design for digital application is generally superior to

earlier methods of implementing discretized analog designed controllers [18, 17, 24, 32].

Control system designs meant for digital implementation are executed by two basic methods.
In what’s referred to as the emulation approach by Tischler [32], the design is executed in continuous-
time and the synthesized compensator is then discretized for implementation. It has heen shown
that this method does not. produce as good a design when compared to executing a discrete design
process of the same system [24, 32). In general terms, an equivalent discrete-time design of a
given system meant. for discrete-time implementation will produce a lower-order design and at a
slower sampling rate [32:71]. This method is sometimes preferred as a first cut and for trade-off
stridies since designing in the discrete-time domain is somewhat more difficult. In general, the
emulation method will yield flyable more conservative (higher sample rate) digital compensators.
Most. importantly, the emulation approach provides no information on the interaction of digital
system clements with the analog plant. The most important. of these issues and interactions are

[32:70]):

Zero Order Hold (ZOH) dynamics

Frequency aliasing

Intersample Response

Ilidden Oscillations

Tustin transformation

Computational delays

Sensitivity to parameter variations

Computer quantization and roundoff errors




In the second and preferred dircet digital design method, these issues can be addressed hecause
information about their effects is available in the design process. In the direct approach, the plant
is discretized by transformation to either the z-plane or the w/-plane and the design is executed
{18, 20, 16]. Here, as mentioned above, the design process is more difficult. Pole-zero loop shaping,
required in a z-plane design, is a much poorer method of coping with plant parameter uncertainty
[17]). Since QFT is formulated to take advantage of Bode frequency response shaping techniques,
transformation to the w'-plane, because of the similarity between the w'-plane and the s-plane, is
the preferred digital QFT approach. This is in fact exactly what is done in applying QFT to flight

control desigh problems.

The Lambda plants, for this study, are digitized and the design executed in the w’-plane.
Capt Ott, in his design effort, digitized the plant first in the z-plane and then transformed it, by
»se of the bilinear transformation, to the w’-plane [29:3.1~3.11]. He had some numerical difficulty
with this that unfortunately plagued the rest of the design effort. Lt Hamilton, however, was able
to employ the Hofmann routine [9] to transform the continuous-time plant to the w’-plane and was.

able to avoid the problems Capt Ott had in forming the w'-plane transfer functions [8].
g

QFT is applied to square (n = m) system plants with n inputs and m outputs. Whenever
n > m inputs are available to control m outputs, a decision is made as to how to use the extra inputs.
This is always the case no matter what design technique is employed-[17]. For most-flight control
problems, it is desirable to use all available inputs. For the QFT flight control design problem, all
plant inputs are used by designing an man weighting matrix A to blend these n inputs into m
effective inputs. It is apparent that forming the equivalent QFT plant (PA) produces a variation
ol the original system plant and thus selection of the weighting matrix is critical to maintaining the
integrity of the original plant. A further consideration on the weighting matrix selection is-that the
determinant of the resulting mam effective plant is preferably mininmun phase or, in other words,

the determinant must have » zeros located in the right half s-plane for a continuous-time design




or in the right hall w'-plane for a discrete design [6:699). Preferably mininmm phase implies that.

certain non-minimum phase characteristics can be dealt. with.

In one of the first digital QFT flight control system designs, Maj Arnold used a A malrix
of plus ones, zeros, and minus ones whose elements were assigned based solely on physical insight
and on the particular aircraft-specific control knowledge [2). Later, Capt Clough adjusted the
magnitudes of the elements to other than ones and zeros in his A matrix using basically a trial a=!
ervor procedure with favorable results [4]. Other later efforts tried to improve the trial and error
procedure, Lt Hamilton made good progress at identifying some possible analytic approaches to
improving the A matrix trial and error selection process [8]. The weighting matrix selection for

QFT compatibility is probably the single most important part of the overall dlesign effort [18].

1.3 Problem

The purpose of this thesis is to design a three-axis rate-commanded flight control system
for the Lambda URV. A rate-commandled flight control system is one where the pilot commands
pitch-rate ( ¢ ), roll-rate ( p ), and/or yaw-rate { » ). Two factors motivate this study. First,
Lambda uses no compensation between the pilot and the effectors. As a result, the pilot must
provide the compensation required to attain noninteracting three-axis responses. In the lateral
mode, this requires-simultaneous actuation of the atlerons and the rudder to produce either a pure
roll-or yaw. To produce a pure roll, for example, the pilot must actuate the ailerons, interpret the
aircralt motion, and apply the appropriate rudder command to counter the adverse yaw induced
by the ailerons. Properly designed feedback control laws do this automatically. Second, without a
basic core flight control system, the planned autopilot function enhancements would be much niore

difficult to design and implement.

Discrete QFT is used to design the compensators and pre-filters needed to implement the

control laws for Lambda’s response to pilot three-axis rate commands. Six flight conditions are
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used in the design to provide the bounds of plant parameter uncertainty. They are derived from

variations in airspeed, total aircraft weight, and center-of-gravity ( C'G ) location.

1.4 Scope

The focus of this thesis is the application-of discrete QFT to the task of designing a non-
interacting rate-commanded flight control system for the Lambda URV. Special emphasis will
be on investigating directly the prcblems associated with meeting the design criteria for a w'-
plane discrete design with effector and sensor dynamics included in the system plant. Prior theses
have documented problems in this area [8, 29]. Issues associated with implementation of the
controller and prefilter cdesigns such as finite word length limitations, rounding errors, ete. will not
be addressed. Implementation issues directly impacted by the design, such as compensation order
and difference equation accuracy requirements, will be coordinated with WRDC/FIGL since this

design will be coded on the flight control computer aboard Lambda and flight tested.

1.5 Assumptions

This thesis uses a time-invariant linear state space model for the Lambda URY provided by
WRDC/FIGL. A number of-assumptions are generally made to simplify the system model for this

type of design probleni. Below is a list of all the-assumptions that apply for this study.

The EOM are time-invariant and linearized about a nominal or trim flight condition so that
small-angle perturbation models are valid

Fffectors (control surface actuators) are not driven to saturation by command inputs thus
invalidating the assumed-linear model used for the design process

Alrerafl mass is constant during command.input

The aircralt is a rigid body

The earth is an inertial reference frame
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o The atmosphiere is fixed in relation to the earth

o Aircraft thrust is constant

Additional assumptions pertinent to the control system design are:

e The commanded inputs and the commanded outputs are measurable

o Three-axis rate signals (¢, p and-) and bank angle (¢) are available on the Lambda URV
o The effectors can be individually operated

o All signals and system elements are Laplace transformable

o A sampling rate of 60 Hz is implementable on Lambda

4.6 Approach

Discrete-time QFT is used to design a diagonal three-channel cascade compensator and pre-
filter. 'T'he basic continuous-time QFT block diagram for a three channel MIMO system:like Lambda

is shown in Figure 1.2.

u”s! r - yi(s)
us)} sy | (s 2 G(s) =] P.(s) y2(s)
ul(s) | _ D \ | « y3(s)

'@

L4

Figure 1.2. Continuous-Time QFT Block Diagram

QFT is used to synthesize the F(s) and G(s) in Figure 1.2. In the most general case, F(s) and
G{(s) are nen dimensional matrices of prefilter and compensator transfer functions-where n is.the
dimension of the plant P.(s). P.(s) denotes the effcctive system plant and it must be square. This

requirement is addressed later. The P,(s) notation implies a variation from the original system
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plant; more precisely, it is the squared down nen version of the system. Tor the majority of system

designs, and normally as a first cut, the off diagonal elements of F(s) and G(s) ate-not needed and

therefore-diagonal F(s) and G(s) are synthesized. n is-tiree for this study.

3.

[y 4

-3

1.7

The basic steps to completing this QFT design are:

. Form the s-plane plant transfer function matrix for each flight condition

. Apply effector weights to blend the effectors such that a new effective plant matrix is formed

having the desired rate command inputs of ¢, p, and »

Add ihe effector and rate sensor models to the effective plant matrix and transform this
system to the w'-plane

. Determine if |P.(s)|-is MP and, if not MP, adjust the elements of the weighting-matrix A(s)

until [P,(s)| is MP or almost MP

. Invert the w/-plane system plant and apply continuous QFT methods to design the first loop

compensator and prefilter

. Apply the modified QFT design technicque to the second and third loops in succession
. Simulate the w'-plane design for verification

. Transform the w'-plane compensators and prefilters to the z-plane and simulate the hybrid

system (discrete prefilters and compensators and a continuous plant)

Presentation

This thesis contains seven chapters. Chapter II presents the Lambda URV aircraft. The

models used and the effector deflection sign convention are given. The pre-QFT design- weighting

matrix synthesis and the resulting effective QI'T design plants are fully developed. Chapter [l

presents the discrete QFT theory applicable to this study and Chapter IV describes the actual

QI'L cascade compensator and pre-filter-designs. Chapter V presents-the design simulation resulfs.

The completed designs are simulated on.a SUN III workstation running SUN OS version 4.1 with

the CAD/CAE program Matrixy [23] SUN workstation version 2.03. Chapter VI presents a wing




leveler autopilot design and simulation based on the implementation of the rate-commanded system
designed in this thesis. Finally, Chapter VII presents a summary of the highlights of the study, the

conclusions drawn and recomimendations for future progress.

1.8 Nolation

Some of the standard notation used in this study is given below. This list is not all inclusive.
Notation used for the QFT design process is generally standard QFT notation as it appears in the

literture and its meaning will be specified as it appears in this writing.

o Scalar variables and scalar components of vectors and matrices are denoted by upper or lower
case ihalic type

e Veclors are denoted by lower and upper case boldface letters
e Upper case vectors have s-plane, z-plane or w'-plane transformed elements

o Lower case vectors have time-domain element variables or are frequency plane elements of a
matrix or vector

o Matrices are denoted by upper case boldface letters

e Matrices will contain either time-domain or frequency-domain elements. A(t), A(s), A(z),
and A(w') denote a matrix with time-domain and s-plane, z-plane, and w'-plane frequency-
-domain elements respectively

o When the independent. variable is not given the time-domain is usuaily assumed unless the
frequency domain is indicated by the context

o adjfA] denotes the adjoint matrix of A and adj;[A] denotes the ij element of adj{A]

A~! denotes the inverse matrix of A

AT denotes the-transpose of a matrix or vector




II. The Aircraft

This chapter presents the aircraft models used and the development of these models to a
form compatible with the application of discrete QFT. The basic aircraft model is given in state
space and all system parameters identified. QFT is a frequency domain technique and thus the
plant transfer function matrix P(s) is developed. For QFT application, the plant transfer function
malrix P(s) must be square. This is not generally the case in most flight control applications so
the plant. must be made square by post-multiplying P(s) by a weighting matrix A(s) to form a
square effective plant matrix P.(s). The A(s) matrix selection used in this thesis is presented.
Finally, the effector deflection sign convention, the effector actuator models and the rate feedback

sensor models are given,

2.1 Atreraft Model

The aircraft used in this thesis is the Lambda URV owned by the Flight Dynamics Laboratory
(WRDCY/FIGL) at Wright-Patterson AFB, Ohio. It is a small (14 ft wing span) unmanned pusher
propeller driven radio-controlled flight research vehicle. Appendix A lists some of Lambda’s known

performance specifications.

The aircraft model used is provided in the state space form of:

x(t) = Ax(t) + Bu(l) (2.1)

y(t)

Cx(t) + Du(t) (2.2)

where

s x(1) is the state vector (8x1)
o wu(l) is the input or forcing function vector (7x1)

o y(t) is the output vector (3x1)




e A is the plant dynamics matrix of constant coefficients (8x8)
e DB is the input or forcing function matrix of constant coeflicients (8x7)
e C is the output matrix of constant coefficients (3x8)

¢ D is the input or forcing function feedforward matrix of constant coeflicients (3x7)

The aircraft model has no input feedforward elements and thus D = 0 so that the state space

model for the URV becomes:

x(t) = Ax(t) + Bu(t) (2.3)

y(t) = Cx() (2.4)

The aircraft state space model is derived from the aerodynamic stability and control detriva-
tive data generated by the Digital DATCOM CAD package used to design Lambda. This model
represenls the linearized time-invariant small-angle perturbation equations of motion. Numerous
textbooks and other sources exist that fully present-the derivation of a generic perturbed EOM set

and its representation in state space form. References [3, 7] are used in this thesis.

The aircraft system perturbation states and the engineering units for each perturhation state
variable of this model are shown in Equation 2.5. By definition, a perturbed EOM set has zero
initial conditions so that:

T
x0=[00000000

The perturbation states (Xpen¢) therefore represent changes in the aircraft motion from the trim

condilion about which the perturbed EOM set is derived. The frue system-states are a combination




of the trim condilion stales and the perturbed states and are represented as:

Xtyue = Xtpim + Xpert
(1) pitch angle (rad)
u(t) forward velocity (LL)

sec

a(t) angle — of — attack (rad)

) = q(t) pitch rate (1;—‘:—‘:) (25)
&(t) bank angle (rad)
A(t) sideslip angle (rad)
p(t) roll rate (%‘;—%)
r(t) yaw rate (%‘g)

Lambda has seven effectors (control surfaces) and each one is used as an input to this aircraft

miodel. These effector inputs are:

[ e, (1) T left elevator (rad)
Ser(t) right elevator (rad)
b1, (£) left flap (rad)
u(t) = 61 (t) right flap (rad) (2.6)
8a, (1) left aileron (rad)
Gan(t) right atleron (rad)
6r () rudder (rad)
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The outpuls controlled in a rate-commanded flight control system are:

q(t) pilch rate (Led

Lec

y(t)

p(1) roll rate (£2d) (2.7)

sec

sec

r(t) yaw rate (L92)

The plant matrix P(s) of system transfer functions, assuming zero initial conditions, is derived

from Equations 2.3 and 2.4. In Laplace transform notation, these equations become:

sX(s) = AX(s) + BU(s) (2.8)
(sI-A)X(s) = BU(s) (2.9)
X(s) = (sI-A)"'BU(s) (2.10)
Y(s) = C(sI-A)"!BU(s) (2.11)
Y(s) = P(s)U(s) (2.12)

and therefore the plant matrix is written as:
P(s) = C(sI-A)"'B (2.13)

Dimensionally P, for the Lambda URYV, is:

P37(s) = Curs(sI - A) srsBsrr (2.14)




The individual elements of P are all functions of the Laplace variable s and relate each system

output to each system input. P(s) is thus represented as:

vy

g(s)  p(s)  r(s)
e (s)  Ger(s)  &ep(s)
g(s)  p(s)  r(s)
Oer(8)  ben(s) beg(s)
a(s)  p(s)  r(s)
b1,(s) by, (8)  bp.(8)
Py = | A6 pe) r(e)
bsn(s) 6.'}?(3) 6!R(3)
q(s)  p(s) r(s)
ba,(s)  bar(s) bay(s)
q(s)  pl(s)  r(s)
ban(s) bap(s) bap(s)
q(s)  p(s)  r(s)
L 6:(s)  6u(s)  br(s)

2.2 Effector Actuation Sign. Gonvention. and Angle Limils

(2.15)

The effector actuation sign convention used in the Lambda aircraft model is shown in Figure

2.1. The effectors on Lambda have the following deflection angle limits.

Elevator Rudder

Aileron
Flap

" 7O
. \ , +

Forward Forward

Figure 2.1. Effector Actuation Sign Convention

Elevators — £ 15° (£ 0.26 rad)
Flaps - 40° = =20° (40 rad = —0.35 rad)

Ailerons - +15° = —10° (+0.26 rad = —0.17 rad)
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Rudder - £ 25° (£ 0.44 rad)

Actuator rate limits are not requirec {ue to the small physical size of Lambda and are not used in

this study.

2.3 Effcctor Actuator and Sensor Models
This study accounts for the effects of effector actuator and rate sensor dynamics. A second

order actuator model identical for all seven effectors is used. The model is:

6actualor(3) = 324
bemal(s) s2 4+ 25.4s 4+ 324

(2.16)

(iyros provide the three-axis rate sighals for feedback to the URV flight control systen. The gyro

dynamics are modeled as:

RATE.yro(s) _ 50
RATE.na(s) ~ 5450

(2.17)

With seven effector actuators and three sensors, the basic (uncompensated) Lambda URV model
in block diagram form is shown in Figure 2.2 on page 2-7. In matrix notation, the actuators and

sensors are represent.ecl as;

324

ACT() = 1o 001 00 0 FrETIm

(2.18)
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Be,, ()
bep(s)
br,(s) , o 1(5)
81 (s) | ACT(s) P(s) o P($)
bay (5) (s
ban(s) ___ 0
by (s) —

eed(s) o <

Preed(s) o | SEN(s)

Preed(s) o <

Figure 2.2. Basic URV Model With Actuators and Sensors

100
50
SEN(s) = |0 1 0 3;50 (2.19)
00 1

2.4 Flight Conditions

Successful application of QFT relies on-having knowledge of the bounds of the variation in the
plant parameters. This study uses six flight conditions to quantify the plant parameter-uncertainty.
These six flight conditions are selected as the very extremes of the flight envelope. Since the VIRV
is flown close to the ground, altitude is not a significant variable in its flight envelope. Instead,
airspeed, ('G location and-gross weight are-the -variables that most affect the plant variation and

thus the particular flight condition. Table 2.1 shows the maximum, minimum and nominal values |
|

for these parameters. In that table, MAC refers to the mean aerodynamic chord. Refer to Appendix




A for these and other Lambda aircraft data of interest. Table 2.2 gives the flight conditions used

to generate the six Lambda plants used for this study.

Pable 2.1. Maximum, Minimum and Nominal Lambda Paramelers

|

[[ Minimum | Maximum | Nominal ||

[ Weight (Ibs) ]| 150 200 168 |
[| GG empty fuel (%) t || 26 41 N/A |
| CGTullTuel (%) || 32 7 32 |
[ Speed (knots) [ 45 100 N/A ||

[t % of MAC aft of leading edge

lable 2.2. The Aircraft Flight Conditions

Plant # || Speed CG Weight Qa L CrLe Cn G,
(kts) | (% MAC) | (Ibs)
1 40 50 150 10.4° | 1.289 | 1.091 | 0.0653 | —4.528
2 100 50 150 | —1.64°10.210 | 1.805 | 0.0615 | —5.266
3 100 95 200 | —0.96° | 0.280 | 1.94 | —0.0072 | —6.133
q 70 50 200 1.0° [0.564 | 1.554 | 0.0682 | —4.527
5 70 25 150 | 0.556° | 0.427 | 1.769 | —0.0448 [ —5.595
U1 70 25 150 | 0.556° | 0.427 | 1.769 | —0.0448 | —5.595

iNote that plant #5 and #6 appear to be the same. Their flight
paramelers shown in Table 2.2 are identical however changes were
made to the stability derivatives such that plant #6 represents the
very worst case combination of the derivatives Cy, , Cing + Ciys »
Co, and (4, .

2.5  Effective Plant P.(s)

QFT application requires a square nwn plant. It must be square because the QIT design
equations require the inversion of P(s), the system plant. For systems like Lambda where the plant

is not. square, and where the number of inputs exceeds the number of outputs, an effective system

plant_is formed by means of a weighting matrix-preceding the plant. Lambda’s-basic system with

dimensions is represented as:

Y3r1(s) = Papi(s) UTrl(s) (2.20)
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The effective system plant is formed by blending the seven control inputs into three effective control

inputs with a weighting matrix A(s).

Uraa(s) = Azza(s) Vaer(s)

Substitute Equation 2.21 into Equation 2.20 such that:

Ya:1(s) = Pari(s) Area(s) Vari(s)

and rewrite Equation 2.22 so that:

Yar1(s) = Peyals) Vari(s)

where

Pea,s (s) Pa.7( 5) AT.ra(s)

(2.21)

(2.22)

(2.23)

(2.24)

P.(s) now becomes the squared down eflective plant compatible with QFT design application. The

outputs of P.(s) are the desired three-axis rates ¢, p, and » and the inputs V(s) to the eftective

sysiem now are three-axis rate commands. Figure 2.3 shows the effective Lambda model after

blending the seven effectors.

The last step in the development of P.(s) is to incorporate the eflector actuator and rate

sensor signal models. Figures 2.2 and 2.3 show that the rate sensors are physically located in the

feedback loop of the URV model. This is not a problem since QFT compensation synthesis relies on

shaping the open loop HP,G and therefore, specific placement of the loop elements in the forwatd

branch before A or in the feedback branch after H does not matter. Figure 2.3 and Equations 2.18




and 2.19 are used to develop P,(s) with actuators and rate sensors included.

Pe(s) = 1T 50 | Por(s) Trer |t | Arrg(s) (2.25)

el$ - 343 s+ 50 307(S) ATpe7 52 T 2545 + 324 T3 8 .
N (324)(50) ‘

Pe(s) = PBJ-,(S) A:.x-a(s) [(32 T 2545 + 324)(3 n 50) (2.20)

One actuator/sensor model is cascaded with each element of (PA)3,a(s). From this point on, the

effective plant P,(s) is assumed to have the effector actuator and sensor model included.

Uemd(5) ()
s e——, >
pamd(s) | As) || AcT(s) [ P(s) pls)
Pemd($) r(s)
——] - -
reed(s) o | <

Preed(s) " SEN(s)
rieed(s) <

Figure 2.3. Effective QFT Plant Model With Actuators and Sensors

2.6 The Weighting Malriz A(s)

Component selection for the weighting matrix A(s) developed in the previous section is very
critical to the success of the ¢ verall design. A(s) is normally used to achieve the most efficient use
of the available control system effectors compatible with a minimwm-phase (MP) or almost. MP

plant. A MP element is one that has no right half plare ( RHP ) zeros.
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The critical requirement in selecting A(s) is that the resulting |P,(s)] be preferably minimnm

phase ( MP ) or have only far-off RHP zeros (almost MP). The benefits of feedback are severely

reduced or nonexistent in a non-minimum phase ( NMP ) system depending on the location of

the NMP zeros. The requirement for a MP |P.(s)| comes directly from the derivation of the

MISO (multiple-input-single-output) equivalent design equations for the MIMO QFT system. This

requirement is fundamental and applies to ALL linear time-invariant compensation techniques, not

just QFT. In fact, QFT has the ability to extract the maximum attainable feedback in a NMP

system [17).

In the QFT MISO loop transmission synthesis, the design equations use the Q(s) matrix.

Q(s) is related to Pe(s) in the following way.

Pials)

P;l(s) =

q1.1(8)  q1,2(8)

Q) = f12,1.(-5) q2,2(8)

i 4in(s)  gi2(s)

The MISO equivalent plant transfer functions are the elements ¢;;(s) of Q(s) such that:

qij(s)

1’1,2(3)

1’5,2(3)

pi,o(s)

11,;(s)

¢2,5(s)

4i,(5) |

!

5.;(s)

pa,;(s)

p;;(s)

1

Piile)

R S
O]

1
Piale)

[P ()]

pi;(s)

2-11

a‘-l.iij [Pe(s)]

adj[Pe(S)]
[Pe(s)]

riale)

Pa,2(¢)

1

Py al8)

e

(2.27)

(2.28)

(2.29)




Equation 2.29 demonstrates that the NMP characteristics for the QFT design elements are con-

tained in |P,|. Rewriting Equation 2.29 in terms of A and P gives:

s) = — = _IPEAG )
gij(s) = I’?j(s) = a‘-liij[(PA)(s)] \ (2.30)

Equation 2.30 shows that the selection of A(s) will aflect the NMP characteristics of the design
element ¢;;(s) and thus A(s) must be selected to yield a MP or almost MP (far-ofl RHP zevos)

P ().

The Binet-Cauchy theorem [22] is applied to the problem to initially test for the existence of
a weighting matrix that will produce a MP |P,|. The theorem states that if the determinant. ol one
of the nwn submatrices of P (the basic system plant) is MP then a weighting matrix doces exist that
will produce a MP |P.|. Even if the plant fails this test, it may still be possible to achieve a MP
|P,|. The theorem thus-is a sufficient but not necessary condition for the existence of a satisfactory
weighting matrix. It verifies the existence of a satisfactory weighting matrix but yields no insight
into the selection of its elements. All plant cases for this study showed that a satisfactory weighting

matrix exists.

The NMP requirement on the selection of A(s) can be relaxed somewhat given knowledge of
the exact location of the NMP root(s). If, for instance, the NMP zero(s) are located far enough
from the origin so that their phase contribution is negligible in the passband of the system, then
those NMP characteristics can be dealt with [17]. If the NMP zero(s) are close to the origin, then

the A matrix selection may be unsatisfactory. NMP zeros VERY close to the origin can, in most

flight control applications, be acceptable [16].

As noted in Chapter I, the weighting matrix selection has received some attention in past
studies of QFT flight control design. Results from those studies show that a successful weighting
matrix selection may be achieved by analysis of the particular problem and a familiarity with the

flight. vehicle. Analytical techniques exist to aid in this process [8:21-42], however, some cut and
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lry is presently still required.

The focus for the weighting matrix selection in this study is to select as simple a A as possible

that results in a MP |P,|. Optimality is not considered. The selection criteria are as [ollows:

Do not consider frequency sensitive elements

Use elevators as the primary sutface for pitch-rate (¢)

Use ailerons as the primary surface for roll-rate (p)

Use the rudder as the primary surface for yaw-rate (r)

Weight the primary surfaces with + or — |1

Weight secondary surfaces a magnitude lower than the primary

Use flaps only as a secondary surface to aid in generating roll-rate (p)

Select. weights that make the surfaces work together

The rows and columms of the 743 constant coefficient weighting matrix, developed in Equation
2.24, associate each output with each effector as shown in Equation 2.31. For example, element
dy,1 weights the amount of left elevator used for generating pitch-rate. Element dg3 weights the
amount of right aileron used to generate yaw-rate and so forth. With the above criteria, some
elements of the weighting matrix are selected and shown in Equation 2.32. Plots-of the basic
system P for each flight condition are studied to aid in this selection and the formulation of the
above criteria. Note the independent variable (s) is dropped since frequency sensitive elements are

not used.
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q p r
] 4 Y §
dii(s)  dya(s) (11,3(3)1 & 6,
d2,1(s)  dza(s) daa(s) & bep
d3a(s) dsa(s) daals) = by (2.31)
A(s) = day(s) dapo(s) daals) & by
ds1(s) dsa(s) dsa(s) & b,
ds,1(s) dsoa(s) dsa(s) T
dra(s) dra(s) dra(s) = &
[ -1 0 0 -
-1 0 0
0 0.1 0
A = 0 =01 0 (2.32)
~0.1 1 dsa
01 -1 dsg
0 -1 dig |

Elevators are used only to generate pitch. They are otherwise ineffective in producing roll or
yaw even when independently controlled and are not used for that purpose. Flaps are used to aid
in producing roil ounly as a secondary effector. They deflect down only and induce the largest drag
of all the effectors. The X' derivatives in Table B.3 in Appendix B show the relative drag penalties
associated with actuation of each effector. Ailerons are the only effector weighted for each output.

The ailerons effectively produce both roll and yaw. They have a much smaller drag penalty and are
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Lhus used to aid in generating pitch. Studies of the basic plants revealed that producing a yaw rate
with the rudder comparable in magnitude to the roll produced by the ailerons, required a weighting
magnitude of 5. 'This weighting is justified by the fact that the rudder deflection limits are greater
Lhan Lhal of the other effectors. Weights of 0.5 are used for generating yaw with ailerons to keep

that secondary surface weighted at one magnitude less than the rudder.

Weighting matrix element signs are selected based on bode plots of the basic plants. The
elements dz 2, ds 3 and dg 3 violate the last selection criteria slightly. The —1 weight on d5s works
Lo correct Lhe adverse yaw induced by actuation of the ailerons. The signs on the elements ds 3 and

ds,3 work lo correct the roll resulting from a commanded yaw. The weighting matrix used for the

remainder of this study is:

. ]
-1 0 0
-1 0 0
0 01 0
A = 0 =01 0 (2.33)
-0.1 1 -05
-0.1 -1 05
| 0 -1 =5

The longitudinal and lateral modes of the Lambda model used in this thesis are completely
decoupled. Refer to Equations B.3 and B.4 in Appendix B. A block diagonal. P, results when the

above weighting matrix is applied to the system. The effective plants for this study have the form:

pals) 0 0
P.(s)

il

0 p2a(s) p2a(s) (2.34)

0 psals) pss(s)
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The zero elements of column one in Equation 2.34 are always zero except. lor plant. #2. Nonsym-
metric coellicients for the ailerons in the B matrix of plant #2 produced ~60 d B responses where it
should have been identically zero in the first colummn of the plant matrix (see the boxed cceflicients
in the B matrix for plant #2 on page B-7). This was a minor error in the original data provided by
WRDC/FIGL that was not discovered until after the design work was done. Further investigation
into the significance of this error showed that it would not affect the design at all and th ~-+ > the

error was not corrected. These plant elements are approximated as zero for the design synthesis.

'The zero elements in row one of Equation 2.34 are actually nonzero for all plant cases. The

responses for these elements are very small (=300 ¢B) and are thus approximated as zero.

Refer to Appendix C for listings of P(s).
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IIl. Discrete-Time Theory

This chapter presents the theory directly related to this study. 1t’s assumed the reader is
familiar with the basic continuous system MISO (multiple input-single-output) and MINO QI'T
design methods. If not, then Chapter 21 of the D’Azzo ~nd Houpis text [6] is a good place to start.
A more detailed treatment of the QFT MISO and MIMO design methods in addition to the issues
with its discrete-time application are found in a Flight Dynamics Laboratory technical report [19].
Numerous references exist for discrete-time sampled-data control system analysis and design. For
this thesis, references [6, 21, 20} are used. A complete treatment of the QFT design process and

discrete QFT design methods is found in references [10, 16, 12, 13].

3.1 Sampled-Data Theory

3.1.1 Sampled-Data Signals.  Consider the sampled signal in Figure 3.L. Assume the

e(l) e*(t)
T,

Figure 3.1. Sampled-Data Signal

sampling pulse is much smaller in width than the pulse period so it is well approximated as an
ideal sampler. The continuous band-limited e(t) contains a frequency spectrum or fundamenial
Sl)(’("tl‘llnl. A band-limited signal has-no frequency components ahove w, rad/sec. Ideal sampling
of this signal produces both a fundamental spectrum and replica complimentary spectra at. multiples
of the sampling frequency fnw,. If we is not high enough,the complimentary spectra will corrupt
the fundamental and aliasing occurs in e*(t). In a digital flight control system, this high frequency

aliasing can result in the shifting of high frequency plant and actuator dynamics into the low




frequency control system band and thus interfere with ils proper operation [32:68]. If w, is large
enough, the complimentary spectra do not corrupt the fundamental and a low-pass filtered e*(1)

will have the same [requency content as the original e(t) [20:82-87].

Shannon's sampling theorem guarantees that e(t) can be reconstructed after sampling if the

signal is sampled at greater than two times the band-limited frequency [20:87-88].

we > 2w, (3.1)

3.1.2 Zero-Order Hold. 'The zero-order hold (ZOII ) device converts the impulse train e*({)
into a pscudo-continuous time signal approximating the original e(t). Very simply, the ZOII holds
the value of the last impulse until the next impulse is received. As the name implies, a zero-order

hold will pass, without distortion, a constant or zero-order polynomial.

The fundamental spectrum of the sampled-data compensator output signal e*(t) is what the
control system designer has synthesized for input to the plant. The higher frequency complimentary
components resulting from the sampling process are thus not desirable elements of the compensator
output but are never-the-less still present. Low-pass filtering e*(¢) so that only the fundamental
spectrum is passed will acceptably reduce its high frequency complimentary spectra elements. It
is true that control system plants are inherently low-pass, however, these low-pass characteristics
are usually not sufficient to completely mininiize the effects the complimentary spectra can-have
on the system. The plant must see a filtered e*(¢). A ZOH device is inherently a low-pass device
and provides low-pass filtering to an input sampled-data signal. With a ZOII device hetween the
discrete compensator and the system plant, the control sampled-data signal is properly low-pass

filtered.




The transler function for the ZOII device is:

Gron(s) = 2= (3.2)

For physical reasons, it is not desirable to apply narrow pulses to a continuous plant [17]. A
ZOHl converts the discrete signal pulse train to the pseudo-continuous time signal required for driv-
ing a continuous system and is normally always used for this reason. Its low-pass filtering nature is
a desirable secondary characteristic and acceptably filters the effects of the high-frequency compli-
mentary spectra of a sampled-data control signal. On Lambda, the controller will be implemented
in software so that the control signals to the plant will be discrete. A ZOH device is assumed lo

exist betaveen the onboard computer and the control surface actuators.

3.1.3 Discrete Planes.  The final compensator designs for this study will be implemented
as difference equations derived from their z-plane representation. The relationship between the

z-plane and the s-plane is:

Ts (3.3)

e
\1]
L

where 7' is the sample period. This transformation maps the entire left-half (stable) s-plane into
the z-plane unit circle and the right-half (unstable) s-plane to all the area outside the unit circle.
The location of the poles and zeros in the z-plane are affected by the sample time T such that as
the sample Lime decreases, the poles and zeros migrate toward the +1 % j0 point in the z-plane
and more significant figures are required to properly maintain the z to s plane mapping. For this

reason, z-plane design can be tedious and error prone.
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A bilinear transformation from the z-plane will map z-plane poles and zeros into the diserete

w’-plane. This transformation is:

2 z-1
e 34
w 7 IT (3.4)
24T o F
=, (3:5)

w/-plane similarity with the s-plane is the most dominant feature of this transformation. As
sample time T" decreases and approaches zero, the w’-plane approaches equivalence with the s-plane.
Equation 3.6 is given to show the relationship between frequency in the s-plane, frequency in the
w'-plane and sample time.

2 tan 42T o
Welp = "-",j.,_-_— ('5-())

When the w-plane and s-plane are compared like this, the entire w’-plane imaginary axis maps

onto the imaginary axis of the primary strip of the s-plane. The primary strip is & jw,/2.

QFT was formulated for application in the s-plane. In certain cases. the w'-plane and the
s-plane are acceptably equivalent so that-continuous QFT methods can be employed for a discrete
design. The similarity between the w/-plane and the s-plane for a given problem, is dependent
on the-sampling rate and the frequency content of the system plant. If the poles and zeros of
the system plant lie in the primary strip of the s-plane, then a w/-plane transformation will be
acceptably equivalent to the s-plane provided the sample rate is low enough. Since the s-plane
complimentary strips also map onto the entire w'-plane imaginary axis, its obvions that the w'-
plane transformation of a plant with poles or zeros in the complimentary strip of the s-plane may
nol be acceptably equivalent to the s-plane. If the design method requires w' &~ s then a sample
rate that places all the system poles and zeros in the primary strip must be used. There is a trade-

off here. As sample rate increases, equivalence with the s-plane decreases and significant warpiag
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occurs. So, system plants with high frequency components may not be acceptably transformable lo
the w'-plane for design synthesis. A sample rate of 60 Hz is used for this design. With that sample

rate, all the poles and zeros of each of the Lambda plants lie in the primary strip and w' = s.

Transformation to the z-plane and then to the w/-plane can still be plagued with numerical
problemis for the reasons mentioned above. The Hofmamn algorithm, introduced next, is a way
of transforming a system from s => = = w' without the numeric problems of an intermediate

z-plane plant representation.

2.1.4 Hofmann Algorithm [9).  With the zero initial condition Laplace transformed state

space syslem:

sX(s) = A X(s) + B U(s) (3.7)

Y(s) C X(s) + D U(s) (3.8)

and the transformations in Equations 3.3, 3.4 and:

22 (S
W= Ttanh<2) (3.9)

the w' transformed state space system can be derived.

xw) = Zeanh (AT %) + [1- YTV A7) o (AT BU(w) ¢
wX(w') = Tt.anh( 5 X(w') + |1 ) 7 tanh ) BU(w') (3.10)

Y(uw') = CX(w') + DU(w) (3.11)

These equations are rewritten in terms of the key system matrices of A* and B* where A* and B*

are funclions of the hyperbolic tangent and the A matrix so that:

/ / — »* / ﬂ * / )
wX(w') = A'X(w') + |t - 5 B*U(w") (3.12)




Y(v') = CX(w') + DU(w') (3.13)

and

. AT A
A" = A[2] tanh<2>
-1

B* = [_A_;:] tanh ( >

Clomputation of the w/ system with an intermediate transformation to the z-plane and a bilinear

AA, (3.14)

A.B (3.15)

transformation to the w'-plane is not numerically robust. Hofmann’s paper presents a robust time-
scaled recursive algorithm for computing A, shown above. In this thesis, a six term Taylor series

approximation for A, is used.

L [AT]® 2 [AT AT 62 [AT1® 1382 [AT]Y X
A‘”I_'[_’] T [ 2 ] 31r[ ] + 2835 [T] 155925 [T (3.16)

The six term Taylor series is used since it is so easy to implement in Matrix,. Experimentation

wilh fewer terms shows that. the first two terms of this series provide an acceptable Lransforination.

Equations 3.12 and 3.13 are represented in the standard form of:

Y(w') = P(w') U(w) (3.17)
where
P(w') = Cy [WII_Aw’]--1 By + Dy (3.18)
Ay = A" = AA, (3.19)
By, = B"- -:g-A'B" = A.B- %AAeAeB (3.20)
Cw’ = C (3.2])




T T
Du,l = B- ECB' = B- —2-CA5B (3.22)
Hofimann’s algorithm transforms the system with the assumption that the input is piecewise con-
stant. hetween samples as is usually customary. This assumption incorporates data-hold or ZOIl

with the system plant.

P.(s) = IlIofmalm Algorit.lnﬂ = [GzouP.)(w') (3.23)

In the paper Hofimann states “all effects of sampling and data-hold operations are embodied in the
(AT/2)~! tanh(AT/2) factor and the zeros, [1 — w'/(2/T)], of the w' domain input-output system
representation”. Thus the Hofimann algorithm robustly transforms a continuous system to the
discrete w-piane and includes a ZOH in the discrete result. This algorithm is easily implemented
on Matrixy. A small Matrixgx program, based on the equations presented above, transforms the

Lambda plants to the w'-plane and is shown below:

// Hofmann Algorithm for Matrixx

t=1/60;

{a,b,c,d]=split(s,ns);

ae=[eye=-1/3%(axt/2)#x2+2/15% (axt/2)**4. ..
-17/315%(axt/2)**6. ..
+62/2836% (a*t/2)*#8. ..

~1382/155926% (a%t/2) #%10] ;

avxae*a;

be=ae*b;

bw=be-t/2%aw*be;

cu=c;

dw=d-t/2*c*be;

sw=[aw,bw;cw,dv];

Refer to Appendix C' for listings of the w/-plane transformed effective plants P (w’) .

2.2 QFT Theory

3.2.1 Sampled-Data QFT Compensation. Figure 3.2 shows the MIMO sampled-data QFT

system block diagram. The starred system variables denote impulse samnpled signals. Note the




R S) R*(s | F(S)

E(s) 0 E'(s)] G(s) —Mﬁljw Gzon(s)Pe(s)-2lSk

C(s)

Figure 3.2. MIMO Sampled-Data QFT System

posilion of the samplers and the differences between this discrete system and the continuous QFT
system depicted in Figure 1.2 on page 1-10. The controllers and prefilters designed in this study
will be implemented in software on Lambda. The pilot input and the rate feedback signals are

sampled on the aircraft and the controller output is through a digital-to-analog (DAC) converter.

The control ratio is derived from the block diagram by first writing all the intermediate system

equalions. Note that Figuré 3.2 vepresents a MIMO system.

E(s) = F(s) R'(s) — C(s) (3.24)
C(s) = Gzon(s) P.(s) M*(s) (3.25)
M(s) = G(s) E*(s) (3.26)

These equations are rearranged to provide the relationship T between C and R. The actual
procedure is not given. Similar systems analysis for the MISO case is found in reference [20] and is

casily extended to the MIMO case.

Q
*
—_
N
~—
!

[ + (GzouPe)" (s) G*(5)] ™" [Gzom PJ" (s) G™(s) F*(s) R*(s)  (3.27)

*
—
»
—
I

[I + [GzouP.] (s) G*(5)) ™ [Gzon P.J" (5) G*(s) F*(s) (3.28)
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Reference [20:108) shows that an impulse sampled signal is equivalent to the Z-iransform of the
signal and further transformable to the w/-plane so that Equation 3.28 is now expressed in the

w'-plane.

T(w') = [I + [Gzon Pe](w')G(w’)]"1 [Gzon P.](w') G(w") F(w') (3.29)

T(w')

I+ L(w")]™ L(w') F(w) ‘ (3.30)

The principal result of this derivation is that the zero-order hold must be cascaded with the plant

before discretizing to the w/-plane. The Hofmann algorithm makes this transformation with data-

hold assuwmptions. All other elements of the control ratio can be synthesized and transformed

separately.

MIMO design synthesis is not applied directly to the MIMO system in the form of Equation
3.30. Instead, the problem is decomposed into a set of n? equivalent MISO system problems to
which QFT is then applied. The derivation of the MISO equivalent systems is presented in the

design equations section.

3.2.2 Sample Rate. If the sample rate is not necessarily fixed for a particular design
and instead a variable, then determination of a minimum sampling rate acceptable to produce a
successful design becomes the first principle QFT design step. The sample time implementable on
Lambda is fixed at 0.01667 sec so determination of wy,,,;, is not required. The sample rate for this

design is;

27 ]
we = o (3.31)
we = 2(60)r = 377 (rad/sec) (3.32)
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Before a w/-plane design can proceed, accuracy of the approximation

w' $ (3.33)

04

is determined. The following equations, provided by Dr. Houpis, are given as the yardstick to
measure this w' to s plane approximation. These equations result from the experience gained
in successful w’ design application and good engineering judgement both with QFT and other

lechniques, If

[‘-’—’5—?] < 2 (3.34)
“"‘{;T < 0.297 (3.35)
where
§ = Op k Jwp = 0k Jw (3.30)
wl = O'w’r + _')Ww’p =u =+ Ju (3.37)

are satisfied, then the w'-plane is a good enough approximation to the s-plane. o,p and w,p in these
equations should represent the components of the fastest pole or zero of the effective plant. o)
for this design results from the rate sensor pole at ¢ = 50 (rad/sec). w,p for this design results
from the imaginary part of the control surface actuator model at w = 12.8 (rad/sec). For the

approximation then, Equations 3.34 and 3.35 become:

op T :
2

wep T

0174 € 2 (3.38)

= 0107 £ 0.297 (3.39)

2




The conditions of Equations 3.34 aund 3.35 are satisfied for this design and the w'-plane is an
excellent. approximation to the s-plane. This also verifies thal the fixed sample rate of 0.01667 sec

is suflicient for the Lambda URV.

3.2.3 Response Models. QIT design synthesis begins by specifying the time-doinain con-
trol system tracking response bounds. An upper and lower (fast and slow) response bound for each
system output is synthesized. For the MIMO case, the T matrix of system control ratios given in

Equation 3.28 is:

ty,1(w') 11,2(1‘)’) c (W)

T(v') =

La(w') taa(w’) o tan(w')
(3.40)

tn,l(wl) tn,’.?(“’l) T tn,n(wl)

A principle purpose of this design is to synthesize a basically non-interacting closed-loop
(BNIC') multivariable system. Thus, the off-diagonal control ratios of Equation 3.40 are assumed
to be acceptably close to zero so that the QFT compensated system of control ratios for the three

outpul Lambda URV is:

taw) 0 0 rmerc S 0
T(v') » 0 tga(w) 0 = 0 G o (341)
(')
i 0 0 13_3(w’) ] | 0 0 r—c-';‘%m |

An upper bound tracking model (Tg, ) and a lower bound tracking model (T, ) for each element of
fguation 3.41 are synthesized first: in the s-plane to satisfy the required gain A" and the specified step
input figures-of-merit and then transformed to the w/-plane. Th, must satisfy the peak overshoot
(M), setiling time (t,) and rise time (¢,) specifications. Tg, must satisfy the settling time (f,)

and the rise time (¢,) specifications. Table 3.1 shows the figures-of-merit for the response models
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of this design. The notation in the table is:

Table 3.1, Figures-of-Merit for the QFT Response Models

| Model || T (sec) [ Ti (sec) | AL, 224 T FVv 2d ]
'lcml:i?:(,“) 0'84 1.0 1_0

—dusls) 0.15 1.25 1.0

Yemdprg (2)
—Leple) 0.87 1.0 1.0
1.0 1.0

Pemdy ()

Lupls) 0.44
1.0 1.0
1.0 1.0

|
=1 &

(=2 o =0
1| <
oWy o

ptmd”p(a)
reple)

Femdy p{8) 3.48
rupls) -

Vemdyrg(2) 1.76

el B
(7L

o T, —rise time
o T, ~settling time
e M, —maximum peak value

o [V —final value

The frequency response for the tracking modzls define bounds on the individual single-loop
equivalent loop transmissions. The term loop transmission is used in referring to the frequency
transmission of a unity feedback loop. It is a closed=loop frequency specification derived from the

response models. The difference between the values of magnitude of the upper and lower tracking

response model at a given frequency v is denoted by g and provides the loop transmission

requirement needed to meet closed-loop tracking specifications.

TR, Gui)l = TR (o)l = 18r(ui)l (3.42)

It is desired that the compensated closed-loop system be BNIC and therefore off-diagonal

relationships in the system plant represent disturbances to the desired BNIC system. Usually a
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disturbance rejection requirement is specified for a QFT design to guarantee a certain level distur-
bance response during loop synthesis. High disturbance rejection requires high loop transmission.
Maximum loop transmission can be seriously constrained by the NMP characteristics of the w/ loop
transmission and therefore governed almost completely by those NMP elements. For this reason,
the maximum allowable loop transmission is synthesized and a disturbance rejection requirement.
is not needed. The same applies for tracking bounds. The tracking performance achievable is
also governed by the NMP elements of the loop transmission. Those NMP elements may make
it impossible to meet the desired tracking performance even when maximum loop transiission is
synthesized. If this is true, then the tracking models may be too ambitious for the dynamics of
the plant or, in the case of a discrete design, the sample rate may be too low. For example, if the
NMP clements of Q(uw') result from transformation to the w'-plane, then increasing the sample
rate tends to move those elements farther away from the origin and thus may allow enough loop
transmission to meet the performance bounds. NMP elements present in Q(s) before transforma-
tion will be minimally affected by sample rate changes. It is stressed that. this is not a QFT specific
problem. All robust compensation techniques must deal with NMP elements, {or those elements
may represent the invariant physical characteristics of the plant or characteristics associated with
the modeling or plant representation {w’-plane). Since tracking bounds and disturbance bounds
are not used in the design synthesis, the achieved disturbance rejection and tracking performance

is specified from the completed design simulations.

Appendix D contains all the synthesized response models for this design. Figure D.3 in
Appendix D shows the loop transmission specifications for the ¢, p and r equivalent loops used
to synthesize the compensated loop transmissions. The complete loop transmission synthesis is

presented in the next chapter.

3.2.4 Design Equations-MISO Equivalent Method. From Equation 3.30, the MIMO system

equation is rewritten without reference to a frequency plane and with L(w') represented as P, G
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so Lhat:

T = [+P.G]"' P,,GF (3.43)

Premultiplying Equation 3.43 by [I+ P.,G] and then, for a nonsingular P, by P} yvields:

I+P.,G] T = P.,GF (3.44)
[P;l+G] T = GF (3.45)
Diagonal matrices are used, so P} is partitioned as:
P;! = A+ B, (3.46)
where
1
s 0 0
0 'q,l_, )
A = ' (3.47)
0 0 L
L ¥ i
1 1
L9 ... L l
Bp = 92,1 93,i (3.48)
1 1

With a diagonal G and F and the components of P;! from Equation 3.46, Equation 3.45 is

rearranged to a form similar to Equation 3.43 for the 323 case of this study. Note that ¢; ; and ¢;;

in Equations 3.47, 3.48 and those following in the remainder of this section denote elements of the




Q matrix and are not the system output of pitch-rate 4.

T =
g1
1491410 0 0
42,2
0 14g2qa,2 0
0 0 l+y::;a.s
- .1 -
nfi 0 0 0
0 gafs O - ,,Tl;
i 0 0 gifs | I ;,;IT

-
>
©

e

0

L
43,2

[A + G]™! [GF - B,T]

17
1
s 1,1
;:-3 a1
0 {
J ] 3,1

Recall from Chapter 11 page 2-11 that the Q matrix is related to P! such that:

Q(s)

q1,1(8)  q1,2(s)
02,1(8)  q2,2(8)
] 4in(s)  ¢ia(s)

01,j(s)

42,i(5)

¢i,5(s)

4 1
P:,l(s) ";,2(“)
. T 1

PIe)  PEa0s)
S T W
Peale)  prale)

(3.49)

(3.51)

Also recall from Equation 2.34 on page 2-15 that P, is block-diagonal for this design. The Q matrix

for Lambda now hecomes:

L 1 1
)’;_,(8) 0 0
Q(s) = 1 J TR S
) 0 P3a(8)  p34ls)
1 1 1
B 0 P3ale)  p3ale) ]

3-1

"

M,1(s) oo

o0 fa,2(s)

o q3,2(s)

o
{42,3(5)

43.3(5)

(3.52)




Fquation 3.50 is expanded using the results of Equation 3.52 to show the MISO equivalent control

ratio transfer function matrix elements (T) for the Lambda URV design.

q1,

. £} S 3.53
{11 1+qu (nfi1) (3.53)
e = tig = 0 (3.54)
= __'1"_"___ ne
T 1+4,.,qm< ) (3.55)
= T e =
tng = CE (3.57)
—,3 1+gﬂ122 ,3
13,3 .
t = —— 3.58
i L+ ysys,» < ) (3.5%)
13,3 .
f3n = ——— 3.59
8.2 1493033 ( '13,2> ( )
133 -
" — — 3.()0
53 1+Jsf133 [Iafaa 13 ,-] (3.50)

The desired tracking control ratios appear in the elements of T as:

i a0
3.61
1+J;l[“[f“] (3.61)

The disturbance control ratios due to MISO loop interaction appear in the elements of T in the

form of:

4ii .
LI I 62
L+ 9igii (i) (3.62)

where d; j represents the coupling disturbance from other elements in T as shown above in Equations
3.55, 3.56, 3.57, 3.58, 3.59 and 3.60. The relationship of the MISO equivalent system for the Lamhda
URYV is best shown by signal flow graphs. Figure 3.3 shows the MISO equivalent elements of T.
Note that coupling disturbances are applied directly at the input of the plant. Also note that no

coupling disturbance exists in the first row of T. This is the pitch-rate chanuel and is due to-the
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decoupled lateral and longitudinal URV model used. Finally, note the tracking inputs are applicd

to the diagonal elements of T only. This is a result of choosing to synthesize a diagonal prefilter F.

Figure 3.3. MISO Equivalent System Signal Flow Graphs

The above development of T and its elements are the MISO equivalent loops of the MIMO
system. Dr. Horowitz shows that fixed-point mapping theory proves this equivalent relationship
[12]. The design variable g; appears in each element of row ¢ in T. In fact, the factor ¢; ; /(1 +giys ;)
appears in each element of row / in T. Thus, in the MISO equivalent form, the design synthesis
involves selecting g; to attenuate the coupling disturbances and attain the tracking performance
for the clements of row i of T. Selection of g; affects tracking and disturbance performance,
and sclection of f;; affects only tracking performance. Three separate single-loop equivalent. design
synthesis problems result from the MISO equivalent URV system instead of nine interrelated design

problems represented by the MIMO system T.




Two conditions must be met for application of QFT to a MIMO system and its MISO equiv-
alent form. These conditions result directly from the MISO equivalent derivation. First, P! must
exist. This condition is obvious from Equation 3.45 and serves to ensure controllability of P,. Sec-
ond, diagonal dommance must exist. This condition results from a disturbance response analysis

of the MISO equivalent form. For the 222 case, diagonal dominance exists if:

|p|_1p2,3 > II’I,L’I’L’,II as w = o (3.63)

where p; ; are elemments of a 222 plant matrix P,. The same analysis for the 33 case results in:

[Prap2opssl = Ipyape,apssl + Ipapaapas] + [p1,2pe,apa] + [pyspz,apsa | + p1,ap2,108,0]

as w = 00 (3.64)

Diagonal dominance is derived in references (12, 19). If diagonal deminance does not exist, it may
be possible to achieve by reordering of the input and output vectors. For the Lambda URV, bhoth

cotulitions were checked and found acceptable for all plant cases.

The decoupled URV models led to two separate QFT design problems. The longitudinal
channel (y) is Lzl and SISO. The lateral channels (p, ) are MIMO 2&2. The elements of T in
Equations 3.53-3.60 show this decoupling clearly and verify that the MISO equivalent form of the

33 MIMO system decomposes into two separate design problems.

3.2.5 Templates. The development above yields insight into the power of the MISO equiv-
alent method of representing a MIMO syst- 1, but the principle synthesis problem remains in han-
dling the plant parameter uncertainty. Frequency templates quantify the uncertainty and provide

a way to design compensation for specified system-performance in spite of the uncertainty.

The Nichols chart ( NC' ) is the best graphical tool for QF'T design synthesis. The rectangular
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grid on the Nichols chart displays the magnitude in dB and the phase in degrees of a transfer function
parameterized by frequency along the curve. Gain and phase margins of a plotted open-loop system
are easily deterimined [6:302-305}. The constant A and o contours on the Nichols chart are the
loci of constant closed-loop magnitude and phase respectively for the plotted open-loop system in
the unity-feedback configuration. Use of the Af and a contours makes it possible to exactly shape

the closcd-loop system [requency response.

The plant. parameter regions of uncertainty are easily displayed on the NC as templates
by plotting all plant transfer functions ¢; ; representing the plant parameter variations for a given
frequency and connecting the points to form an uncertainty region. Figure 3.4 shows the rectangular
grid on the NC and a typical template for a frequency vp (@' = u 4 Jr). An excellent discussion
of the NC' and its M and a contours is contained in reference [6:332-338]. Look on page 335 of

reference [6] for an excellent picture of a NC.

10}
Magnitude

(dB) -
0

-5 | -
~10 1 1 L 1 1 1 1 1

—180—160—140—120—100 ~80 —60 —40 -20 ©
Phase (dey)

Figure 3.4. Typical Plant Parameter Uncertainty at a Frequency v rad/scc

To the extent that the enclosed region is the “true™ bounded range of plant. uncertainty. the
area inside represents all possible plant variations. Generation of templates for all frequencies of

interest gives a clear picture of the frequency dependent variation in the uncertainty regions.
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Two isstes are considered in-template generation. First, how should the plant points for a
given template be connected to produce the most realistic uncertainty region? Notice in Figure 3.4
that the uncertainty region includes one of the plant points. Since this point was close to another
point and both points were at the boundary of the uncertainty region, the outermost point was used
and the other was-included within the region. Experience and familiarity with the physics of the
problem guide the designer here. As a general rule, points that lie close to othets can be included
within the boundary as long as the outermost point is used as the boundary, but “stand-alone”
points must lie on the uncertainty boundary. Also, points are joined by straight line segiments and
in general, with few exceptions, the particular order of connection is adhered to for each frequency
of interest, A point may be considered close if it is within 5 B and 10 to 20 dey of another point

bul this is not. always so.

Generaling the appropriate number of templates at the proper frequencies to acceptably
describe the plant variation is the second issue. The general rule is to generate a template at least
every decade where the plant uncertainty remains nearly constant, and generate templates much
mote frequently in regions where the plant uncertainty changes rapidly. Bode plols of the plants
show this variation in uncertainty and help a great deal in determining at which frequencies to

generate templates.

Before determination of system performance bounds, it is necessary to choose one of the plant
points as a nominal or reference plant. The nominal plant P, is used to synthesize the nominal
loop transmission l,, and thus to synthesize the loop compensator g; . Performance bounds are
constructed with the templates using the nominal plant as the reference. This guarantees that if the
nominal loop transmission meets or exceeds all performance bounds so will all plant cases and all
other points within the uncertainty regions. Selection of a nominal plant with the fewest number of
and preferably 120 unstable roots (RHP poles) makes the loop transmission phase shaping somewhat

casier. The nominal plant must be used throughout the loop transmission synthesis, however, a
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different. nominal plant can be used for the other loops in the MISO equivalent MIMO design.

3.2.6 Performance Bounds.  Tracking performance and disturbance attenuation are the
perforinance specifications of interest in most control system designs. In QFT, tracking and distur-
hance specifications are met by graphically determining bounds for each on the NC and designing
a loop transmission to meet or exceed these hounds. The bounds are constructed by use of the
templates. A disturbance and tracking bound is generated for each v; and a composite bound-
ary consisting of the most constraining of the two is plotted for each vy for the loop transimission

synthesis. Detailed information on constructing these bounds is contained in reference [6:Chap 211.

Specification of a minimuwm damping ratio ¢ on the dominant roots of the closed-loop system
is the final point of interest in the performance bounds of the system. The disturbance response is

very sensilive to changes in ¢ so a further requirement on the loop transmission synthesis is added.

Lo

—] < & 3.65
T+ L My, (3.65)

The above requirement holds for a range of frequencies vy and over the entire range of plant
uncertainty. MIL-STD-1797A [26] provides guidance for military flight control design by specifying
a 45° phase margin requirement on military aircraft. This corresponds to the 3 3 contour on the
NC. This requirement stipulates only that the phase margin (180° — £{,;(juvr))-be 45° at the 0 dB
crossing so that vy is equal to vy where |lo, (jur)| is 0 d B. Equation 3.65 extends the MIL Standard
phase margin requirement such that Zl,,(jur) ~ —135° over a range of frequencies vx and not
Just at crossover. Templates are used to extend the phase margin requirement. in accordance with
Equation 3.65 for the range of vy of interest and over the plant parameter variation. The template
for each vy is moved around the Afy, contour without penetrating and a.loci of points is constructed
by periodically marking the nominal point. This extends the phase margin boundary for each vx

to guarantee a 45° phase margin for the closed loop system as long as the loop transmission does
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nol penelrate these houndartes.

To provide the required tracking, attenuate the undesirable coupling disturbances and guar-
antee a minimum phase margin, three sets of bounds are constructed. The specified closed-loop
system performance is met if none of these hounds are penetrated by the nominal loop transmission

synthesis.

3.2.7 Loop Shaping. Reasonable optimality in LTI systems is achieved by minimizing the
high frequency loop gain I [15, 11]. This is also restated by saying that the less bandwidth used
to do a particular control job, the more optimal it is. For the QFT problem, this translates to
synthesizing [, such that it exactly meets every composite boundary and remains just outside the
phase margin boundary. The tradeoff here is complexity of compensation. More compensator poles

and zeros are required (o closely meet the optimum loop transmission.

In many applications, high-order compensation is not desirable. The computational power
onboard Lambda mandates low-order controllers for implementation. The object of the loop trans-
jisston synthiesis for this problem is to produce the lowest-order compensation required to meet
the performance specifications. More loop gain is used to meet performance bounds rather than

mote poles and zeros when possible.

A w'-plane transfer function numerator and denominator are always equal order polynomials
in w/. Thus the transformation generates zeros to make up for the excess number of poles to zeros
in the s-plane trausfer function. The transformation always produces at least one NMP sampling
zero at w, /7 rad/sec because any practical s-plane transfer function will have an excess of at least
one pole. Other transformation zeros are produced when the s-plane transfer function has n zeros
and n + 2 or greater poles. Some of these other zeros may also be NMP too. Dr. Horowitz has
studied this transformation in some detail and claims that for a given excess of s-plane poles, the
w/-plane zeros produced tend to be roughly symmetric about the origin [17]. In other words, the

NMP zeros created in the transformation are roughly located at the same place in the RIP as the
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MP zevos in the LIP . Te also found that the NMP zeros tended also to be far enough away from

the origin so as to be easy enough to deal with in the QFT loop transmission synthesis.

Past. digital QFT designs introduced an all-pass filter to handle the sampling zero NMP

characteristics of the nominal loop transmission.

Logap(t') = A(w') Loy p (') (3.66)

A(w’) in Equation 3.66 is the all-pass filter. It separates the NMP characteristics from the
problem where the universal high frequency boundary ( UHFB ) is shifted according to the phase
of the all-pass filter at values of frequency vp [19:Appendix CJ. The shifted UHFB is plotted on the
NC and a MP L, is synthesized. Use of the all-pass filter allows the designer to shape a MP loop
transmission subject to the phase shifting UIIFB. This loop shaping technique was used- in earlier
diserete QFT flight control designs and worked well with the first order effector actuator models
used in those designs. Ott and Ilamilton extended the use of the all-pass filter to cases where more
than one NMP _ero existed in the nominal loop transmission resulting from the inclusion of higher
than first order actuator models with the plant [29, 8]. The higher order effector actuator models
coupled with the plant dynamics in those studies resulted in excessive loop phase lag and made
successful loop transmissions that met all stability bounds impossible. The all-pass filter is a good
way of dealing with the NMP elements in a discrete design especially if the designer prefers shaping
MP loop transmissions. A more direct approach is used in this study to deal with the NMP zeros

of a w/-plane loop transimission.

Lambda’s effector actuator and sensor models combined are zero order over third order, or
an excess of three poles. No matter what the order of the design transfer functions for the effective
plant, al least two new zeros are created along with the sampling zero in the {ransformalion
to the w'-plane from just the inclusion of these models in the problem. It turns out that one

other NMP zero results in addition to the NMP sampling zero. The two NMP zeros for this
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design are approximately invariant moving only slightly and not significantly for any plant case. It
is logically assumed that the new NMP zero resulted from the invariant effector actuator/sensor
model. Another more variable LHP zero is created in the transformation and is assumed to correlate

to the variable nature of the different plant cases.

A variely of ways exist for actually synthesizing the loop transmission. In this study, low-order
compensation is required, so the loop is shaped by considering and including all elements of the
nominal plant. In this way, poles and zeros added during shaping are only those of the compensator
and a minimum order compensator is synthesized. The all-pass filter is not used. Dr. Horowitz feels
that the NMP zeros of the w' transformed design elements ¢; ; can be dealt with divectly during the
loop shaping by including them in the nominal plant and in the template generation. The phase
contribution of NMP zcros at all frequencies of interest v, is included in the frequency shaping this
way. Also, RHP (unstable) pole(s) of the nominal plant P,, must also be included in the nominal
loop transmission synthesis to ensure their phase contribution is accounted for. For each MISO

loop transmission problem, the nominal loop {,, is shaped to meet the performance bounds.

L, (W) = gi(w') ¢, (0) (3.67)

qo,, contains all the NMP properties of all the plant cases and any unstable poles for that plant
case as a very minimum. For this study, however, and in the interest of lowest-order.synthesis, all

elements of ¢,, ; are included in the loop synthesis.

It is beneficial at this point to present the phase relationships of RHP and LHP poles and
zeros. Table 3.2 shows the low and high frequency phase contribution of each of these elements.
The angles shown in the table were measured in the positive or counterclockwise sense. Note that

angles in the denominator change sign.
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Table 3.2. Low and High Frequency Properties of LHP and RHP Poles and Zeros

| wradfsee | 0 T o | &, |
L LHP zero || 0° | +90° | +90°
L LIP pole || 0° | —90° | —90°
Z RUP zoro || +180° | 490° | =90°
L RHP pole || —180° | —90° | +90°

Application of the Nyquist stability criterion during the loop transmission synthesis is required

to guarantee stable closed-loop systems. The Nyquist criterion in equation form is:
Zp = PR - N (3.68)

where Zp is the number of RHP zeros in the characteristic equation of the closed-loop system
(L+ L), Pr is the number of RHP poles in the open-loop transfer function (L), and N is the net
number of encirclements of the —1 & j0 point of the open-loop transfer function (L) [6:283-298].
Positive (+N) net encirclements are in the counterclockwise (CCW) sense and negative (—N) net

encirclements are in the clockwise (C'W) sense. For a stable closed-loop system, Zp = 0 so that:
Pn = N (3.69)

The number of RHP poles in L must equal the net number of CCW encirclements L makes of the
—12 )0 point. The Nyquist criterion is applied by determining N from the polar plot of L. If P

does not equal N as determined from the polar plot, then L must be reshaped.

For the Lambda loop shaping, one RHP pole exists in some plant cases of each loop channel.
Two invariant RIIP zeros exist in all plant cases for each loop channel. The Nyquist stability
criterion was applied during each loop transmission synthesis and showed that the resulting closed-

loop syslems were stable,
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3.2.8 Improved QFT Mcthod. 'The loop transmission synthesis resulting ftom the MISO
equivalent MIMO system representation is shown to produce a satisfactory closed-loop MIMO sys-
tem. No iteration between the MISO equivalent loops is required for a successful design {12]. Even
though no iteration between the loops is required, correlation does exist between the MISO equiv-
alent loops. This correlation can be used to further optimize the loop transmissions by applying

the improved formulation of MIMO QFT loop transmission synthesis.

With standard QFT, the MISO channel loops are shaped separately and in no particular
order, The compensation and filtering required in a particular loop design, however, correspond
to knewledge not available until after loop transiission synthesis has begun and thus not included
in the development of the original MISO design equations shown on page 3-16. In these original
equations, the worst case disturbance inputs due to other loops are utilized. With knowledge of
compensation required for a particular loop, the overdesign inherent in the worst case assumption

can be reduced. This relationship is exploited in the improved MIMO QFT method.

The improved method requires one loop transmission synthesis completed by the old method,
howover, the loop chosen can sometimes be important. The basic rule is to choose the loop with
the least uncertainty. This will be the smallest bandwidth loop. This is in line with the basic
bandwidth minimization optimality criterion stated earlier. The f;; and g; of this loop are now
known and the disturbance contribution of this loop to the other MISO equivalent loops can be
modified to reflect this knowledge and reduce the uncertainty associated with the disturbance from
this loop. Further subsequent loop design knowledge is similarly used. Dr. Horowitz presents this

improved method in reference [13].

For Lambda, the improved method is only used on the lateral 2:2 MIMO system due to the
decoupling of the longitudinal modes-from-the lateral-modes. The 222 and ?:3 modificd design

equations are given below without derivation. The subscripts on the elements of these equations

denote the order of loop synthesis. 1 is first loop synthesized, 2 the second, etc. For the 2e2 system,




loop 1 is synthesized first resulting in fy,3 and g;. The effective design equation for the next loop

then is formed and used for the second loop transmission synthesis.

I goqa,a(L+ g1q1,1)

2, = g2Q22, = 3.70)
§22, L=y, + 00, (
where
P22 -
e = Lhbal (3.71)
n P11paz2

(2,2, is notation used to denote the effective design transfer function of loop two modified by the

known compensator and filter of loop one.

The first two loops of a 343 system are synthesized with the 222 equations above. The
effective design transfer function of the last loop of the 33 system is given in Equation 3.72. It is

derived assuming knowledge of fy,, and gy of loop one and fa 2 and g2 of loop two.

g3¢a3(1+ 1) (L+1a) — 21,2

b, = 3.72)
3 (L4+ L)L+ 1,) = 11,2 = 72,3(1 + 1) = v1,3(1 + l2,) + 12002 + 71,303
where
= N1, (3.73)
= g2q2,2, (3.74)
= P1apay (3.75)
PLAD2,2 )
- P2,3P3,2 (3.76)
P2,2DP3,3
— PP (377)
P1,1P3,3
- I’?al”a‘,l - 42,1433 (3.78)
P51P5 3 q2,343,1 )
_ DRabii _ qaagen (3.79)
P3P% 2 q3,242,1 '
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The starred variables above denote elements of P31 as given in Equation 2.27.

2.2.9 Prefilicr Synikesis.  Recall |6r(yv)] represents the maximum allowable magnitude
variation in the closed-loop tracking response for a specific loop transmission ;;(w'). A properly
designed I, (') meeting all performance bounds guarantees the closed-loop tracking response at
frequency me will be less than or equal to the allowable variation of I6r(ve)]. The magnitude
variation is thus guarantsed but not its placement in the frequency plane. The pre-filter. positions
the closed-loup respons= in the frequency plane to meet the tracking model loop transmission

specifications.

Execution of the prefilter design synthesis is easily done graphically with the NC or with
Bode plots. References [8, 19, 12] present the technique thoroughly and use the NC. The Bode plot

method was used in this study. ‘The pre-filter design methods are identical, its only the graphical

tools used that are diffexent.

Design of the prefilter begins by generating the magnitude frequency response for the loop
transmission of all plant cases used to synthesize l,, (w'). These are closed-loop responses of the

form in Figure 3.5.

. !
’,li,i(w,) C,(w l»

———

.

Figure 3.5. Loop Transinission Response Configuration

These loop transmissions are plotted for all plant cases with the tracking response frequency
bounds on the same Bode plot. Filter poles and zeros are placed where required to position all

loop transimissions within the gz + tesnon s bounds, The filter design is verified by generating
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filtered loop transmission responses of the form in Figure 3.0.

oof 1y At
i) g  gi(w') gii(w!) =Sl o

Figure 3.6. Filtered Loop Transmission Response Configuration

The placement of one filter element at a time with subsequent. iteration is used and found to
be the easiest way to design the prefilter. The pitch-rate loop filter design described in the next

chapter fully describes this procedure.

2.2.10 Compensator and Prefiller Discretization. The final step in the discrete QFT design
process is transforming the compensator g;(w’) and prefilter f; ;(w’) discrete designs to the z-plane
for implementation and simulation. Since gi(w’) and f;i(w') have equal order numerators and
denominators, and the w'-plane is approximately equal to the s-plane, the Tustin transformation

(Equation 3.4) is used to transform them to the z-plane.

gi(w') = [Tustin Transform | = gi(2) ) (3.80)

fig(w') = |Tustin Transform | = fii(=) (3.81)

The last step in the transformation is to verify the frequency responses of the w aund z plane
compensators and prefilters. Poles and zeros of the w'-plane compensators and prefilters that are
not in the good Tustin region may transform with significant warping depending on their particu-
lar placement. The frequency responses of the w’ and z plane elements will show the significance

of the warping present. If there is good correlation between the responses oul to approximately




we /3 (rad/sec) then the warping was insignificant. This verifies a proper transformation and im-

plementable compensators and prefilters.

3.2.11 QFT Compensator/Plant Pole/Zero Cancellation.  The fixed compensators and
prefilters synthesized in a QFT design provide compensation so that all points within the plant
parameter uncertainty region meet closed-loop performance specifications. The nominal plant P,
is a reference for shaping this closed-loop response relative to all points within the bounds of the
uncertainty regions for all frequencies ¢. It is not required that the plant ever operate at the
nominal condition nor that it operat:e anywhere on the houndary, including at all the other plant
cases used to generate the uncertainty regions. Because of this, specific pole/zero combinations

between g; and ¢,,, are not expected or required, and close cancellation of the nominal plant

dynamics is not a problem.

It is true, that cevtain elements are added to the plant cases to model other systems and
devices ol an over-all system. Control surface aclt.uat.or models and dynamic sensor models in
aircraft subsystems are good examples. It is also true that mostly the models used for these
subsystems are considered completely certain, however this is also an approximation. These device

dynamics can also be cancelled for the same reasons as mentioned above. ~

It should be pointed out here that the system sensitivity for tracking to the elements of y;
and ¢, , are exactly the same and therefore also for any cascaded subsystems. Inaccuracies and
uncertainty in the cascaded subsystems, like actuator and sensor models, can be accounted for by

enlarging the uncertainty regions. Uncertainty in g; can also be accounted for this way.

The issue could be raised that the uncertainty associated with the subsystem models was
not injected into the problem so, effectively, the uncertainty available to the plant dynamics is
1;0\\' less than before. One can compensate for this by slightly increasing the uncertainty region
bounds to take thisinto account. For example, if subsystem models are judged to be 5% uncertain

then increase the uncertainty regions or ¢,, , templates accordingly. Generally, though, and for this
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stucly, determvaistic subsystem dynamics models are excellent approximations with insignificant

uncertainty in comparison to the higher plant parameter uncertainty.




IV, Discrete Compensator Designs

This chapter presents the QFT compensator designs for g; and f; ;. The decoupling present
in the Lambda models allow separation of the longitudinal and lateral aircraft modes. The design
equations presented in the last chapter show the longitndinal system to he SISO without disturbance

inputs, and the lateral system to be 222 MIMO.

The following sections present. the SISO pitch-rate (¢) design problem for the longitudinal
system and the MIMO lateral system design problem. The yaw-rate (r) MISO equivalent loop is
designed first in the MIMO lateral systen: followed by the roll-rate (p) MISO equivalent loop. The
SISO pitch-rate loop design is presented in detail to illustrate the complete design procedure. The
lateral design is presented by highlighting only those issues specific to that design and different

[rom the pitch-rate loop.

4.4 Pitch-Rate (4) SISO Design

Plant case #1 is selected as the nominal plant for the pitch-rate loop design since it has
no unstable poles, and thus, P, = P;. For this, and the subsequent lateral MISO loop designs,
tracking and disturbance bounds are not determined for reasons specified in the discussion on page
3-12, Very simply, the loop transfer function is synthesized so that loop gain is maximized subject
to the phase margin bounds, the w'-plane NMP modeling characteristics, and the desire for low
order compensation. With Lambda, higler order structural modes not modeled are estimated to be
insignificant in the passhand of this control system design and a loop transmission 0 ¢B crossover
frequency limit is not used. If it were required, then the nominal loop transmission {,, synthesis, and
the rvesulting g;, would be constrained to ensure that all plant case loop transmissions l; = quh
crossed -0 d 3 at-or below the crossover [requency limit. The shaping then requires only that the

phase margin bounds be drawn on the NC and that the nominal loop transmission be synthesized




stich that the hound corresponding to each frequency vy is not penetrated. The template data and

the templates used for this loop transmission shaping are presented i.. Appendix E.

For-this loop then:

Ly(w') = ;') go,,(0') (4.1)
/) = 5:4517e=5 (0)(=0.62634)0.1696)(120)( ~140.1131)(155.5707)( = 047.3932) (4.2)
Porn (W) = T=50708%;0.5700) (= 1.2005%, 1,504 [~ 12. 7050 12.6603)| —17.3048) .

The negative signs in-these formulas denote LHP roots and no sign is positive and denotes RILP

roofs.

The loop 1, is shaped as a Type 1 loop to ensure zero steady state error to a step inpul for
the SISO system. Since q,,, has a zero at the origin and a Type 1 loop transmission is required,

g1(w') must have two poles at. the origin. Thus ¢y (w’)-initially becomes:

(') = L (4.3)

w'?

Since P, is nearly the lowest left point on the templates at frequencies above 5 rad/sec, the
phase margin bounds, for vy, above 5 rad/sec, lie nearly along the —135° line on the NC. 'This is
evident from phase margin bounds for this loop shaping shown on the NC in Figure 4.1. The phase
margin bound terminology used here is also known in the literature as the stability bounds. Dr.
llorowitz uses the stability bound terminology. For this loop design, the particular shape of the
bounds at the higher v frequencies-and the nominal plant position on the templates requires that

the shaped loop transmission follow, as far as possible, the —135° phase line.

The easiest way to loop shape with NMP nominal plant elements is to consider only the loop
phase initially with all RHP zeros and-unstable poles of ¢,, , included. The NMP and unstable
characteristics of the other plant case elements are incorporated in the plant templates. Once the

loop phase is shaped, loop gain is adjusted to provide the maximum gain attainable subject. to the
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For gy(w') = 1/w'?

Figure 4.1,




given bounds. Note the NMP zeros at +140 and +120. The phaze lag from these zeros and the
actuator and sensor poles begins to contribute significantly at frequencies above 12 rad/sec and
thus dominates the loop transmission above this. The Bode phase plot Zl,, (Jv) for g (') equal to
1/w" is shown in Figure 4.2 along with the —135° high frequency phase hound derived from the

phase margin bounds for the frequencies vr shown in Figure 4.1.

O‘W

l Phase bound

—200 | -
Ly, (yv)
(°)
—400 | .

nw') = gr

—300 Lotsundsssvad s il o ssnedsoisiid s ilied s
0.001 0.01 A 1 10 100 1000 10000
Frequency (v) (rad/sec)

Figure 4.2. Type 1 Pitch-Rate Loop Phase £l,, (jv) For g3(w') = 1/w"

It’s obvious from Figures 4.1 and 4.2 that compensator zeros are needed to decrease the phase
lag to above —135° in the frequency range from 0.5 to 20 rad/sec. A pair of zeros are added at 0.3
and 6 rad/sec to ¢ to bring the loop phase close to —135° since it is desirable, in the interest of
optimality, to stay as close to the phase margin bound as possible for as large a range of frequency v
as possible. These figures also clearly show that the excess phase lag at the high end of the system
passhand is due to the actuator/sensor poles and NMP zeros in ¢,,, and more lead compensation
in the actuator model frequency range is indicated. Thus, a complex zero pair is added to g; at

the actuator model natural frequency of 18 rad/sec, however, a lower damping ratio ¢ is used. The




i(w') synthesized to meet the loop shaping bounds is:

562(w’ + 0.3)(w' + 6)(w' 4 20w’ + 324)
w'?(w'? + 500w’ + 250000)

nw') =

]

n(w') = 5624w +6.3) (w46 )(w'2 + 20w’ +324)
60 & = /W 500w +-250000)

ll‘llllll

0.001 0.01 .1 1 10 100 1000 10000
Frequency (v) (rad/sec)

100 FHNWW

— — — — A — — - = — —
- 100 Phase Loun-:‘l-
L, (yv)
(°)
-300 - -

o 562(w’'+0.3)(tw'+6)(w'2 420w’ +324)
n(w') = P (w 25001 +260000)
—500 betttasnd s osinnl o onoued _casd sasinel ooed ol

0.001 0.01 .1 i 10 100 1000 10000
Frequency (v) (rad/sec)

Figure 4.3. Pitch-Rate Loop Transmission I,, (w') Design #1

Figure 4.3 shows the Bode plot magnitude and phase of the compensated loop transmission.

(4.4)

It is emphasized that the NC with phase margin bounds and the Bode plots of l,, are used

together during loop shaping and provide a complete and very transparent picture of the options

involved in choosing the compensator elements. Note the gy selected basically provides for a Type




1 loop transmission with the poles at the origin, and provides phase lead in the system passhand
to compensate for the lagging plant and actuator dynamics. The high frequency 2nd order poles

in ) make it a proper w/-plane transfer function by ensuring proper phase as v approaches oc.

The shaped loop transmission with bounds is shown on the NC in Figure 4.4. The bounds
shown are only portions of the phase margin bounds required to illustrate the loop transmission

bound compliance.

Figures 4.3 and 4.4 show that a severe droop exists in the loop transmission between 0.01 and

. 1 rad/sec. In this range of frequencies, some tracking bounds are not met by the loop {ransmission

1o, (gv)] as verified by the construction of a partial tracking bound at 0.3 rad/sec. A second design

is initiated to try to improve this situation.

One way to improve this is to extend the high frequency phase roll-off so that the loop phase
remains at —135° out to higher frequencies vr. thus, increasing the bandwidth of the loop trans-
mission. The loop gain is then increased appropriately to increase the feedback at all frequencies.
Compensation is successfully added to extend the phase roll-off, but the resulting loop magnitude
proves to be unacceptable due primarily to the NMP zeros and sensor/actuator poles. Further,
this method may not be acceptable in some situations and particularly in aircraft systems since
structural modes may be excited by the higher loop bandwidth thus invalidating the dynamics

model used.
A second approach is used to provide compensation directly in the frequency range of interest.

A lag-lead pole-zero pair is placed and design #2 for g;(w') now is:

562(w’ + 0.3)(w' + 6)(w' + 20w’ + 324) (v’ +0.2)
w'?(w'" 4 500w’ 4 250000) (w' 4 0.02)

n(w')

Bode plots of both design #1 and #2 loop transmissior.s are shown in Figure 4.5. Note the increase

in gain for all the droep frequencies. Also note the loop transmission phase at the lower frequencies.
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Figure 4.5. Pitch-Rate Loop Transmission /,, (1') For Design #1 and #2

More low frequency phase lag is present in design #2 and raises concern as to whether design #2
is really better. The NC in Figure 4.6 shows that design #2 is better since, even though the loop

size has not. changed significantly, the low frequency loop gain is increased significantly over that

for design #1.

The pre-filter is synthesized as described in Chapter III by first forming the frequency re-
sponses of the closed-loop systeims for each plant. case with gy (w'). These-responses-and-the-pitch-
rate -channel response bounds of By and- By, are plotted in Figure-4.7. Ouly gi(w’) design #1 is

shown in the figure since the prefilter requirements are identical for design #1 and #2.
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Figure .7, §;/(1 + {;) Design #1 Pitch-Rate Channel Frequency Responses for Plant Cases 1-6

The prefilter poles and zeros are selected to move all plant case responses within the response

model bounds shown in Figure 4.7. The fy;(w') required for this is:

0.0012(w’ + 100)(w’ + 500)

Sl = (' + 4)(w' + 15)

(4.6)

The filtered closed-loop frequency response for design #1 is shown in Figure 4.8. Filtered closed-
loop responses for design #1 and #2 are shown in Figure 4.9 expanded at the lower frequencies
to show the effect of the increased droop frequency gain. Design #1 with the lower low frequency
gain has the lavgest droop. This droop effect is quite evident in the step response loop verification

simulations in Appendix G Figure G.1.

Closed-loop attenuation in the droop range of frequencies for plant #1 exists for both designs
as shown in the plots in Figure 4.9. The droop in design #2, however, is reduced. Plant #1
(the nominal plant) still does not meet. the tracking bounds in this range of frequencies for either
design even though maximum loop transmission, in both cases, is synthesized. Thus, it is clear, the
plant actuator/sensors and the NMP elements dictate the maximum achievable loop transmission

as claimed earlier. Step responses to the w'-plane pitch-rate channel are shown in Figure G.1 on
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Figure 4.8.  fi,10i/(141;) Design #1 Pitch-Rate Channel Filtered Frequency Responses for Plant
Cases 1-6

page G-1. The effect of this low frequency attenuation is-apparent in those plots in the sagging

time response of plant #1 between 3 and 10 sec.

Design #2 is the better design in terms of more closely meeting the response model specifi-
cations, however, design #1 is quite useable. In fact, design #1 may be more desirable since it is
lower order than design #2. Further, the order can-be reduced even more by designing a Type 0
loop transmission to allow some steady state error to a step input. A small amount of steady state
error may not degrade the design and may be imperceptible to the pilot in most cases. This is also
done and the resulting w'-plane step response is shown along with design #1 and #2 in Appendix

G. It too is, in the interest of lowest order compensation, quite acceptable.

The w’-plane desigus for gy and fy; are:

562(w’ + 6)(w'? + 20w’ + 324)

SIS 4.7
Type 0 = plw) = w'(w' + 500w’ + 250000) (1)
. 562(w’ + 0.3)(w' + 6)(w' + 20w + 324)
D / - ) 4.
esign #1 = g1(w') o™ + 500w+ 250000) (4.8)
T ’ / / 4 192 ! a9,
Design #2 = gi(w') = 562(w’ + 0.2)(w" + 0.3)(w' 4+ 6)(w'= + 20w’ + 324) (4.9)

w'2(w’ + 0.02)(w'? + 500w’ + 250000)
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Figure 4.9.  fi,1li/(1 + I;) Design #1 and #2 Pitch-Rate Channel Filtered Frequency Responses
for Plant Cases 1-6

0.003(w’ + 1000)
W +3)

0.0012(w' + 100)(w' 4 500)
(w' +4)(w' + 15)

Type 0 =  fia(w) (4.10)

Design #1 &2 = fii(vw') =

(4.11)

Since, for this design, w' = s, the:hilinear-transformation of Equation 3.4 is used to transform
g and fy 1 to the z-plane. Appendix F contains all the z-plane representations of gy and f) 1 and

their difference equations for implementation.
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The Tustin or bilinear transformation of the w'-plane compensators and prefilters to the z-
plane is the last step in completing the loop design. Equation 3.4 is used to obtain the z-plane
compensators and prefilters. It is important that the frequency responses of both the w/and z-plane
elements be essentially equal out to w, /3 (rad/sec). For this loop design and the MISO loop designs
of the lateral system, this is checked and found to hold for all compensators and prefilters designed
in this study. Figure 4.10 shows the z-plane and w'-plane frequency responses for ¢y of design #1

and illustrates this requirement.

140
120
100
80
60
40
20
0

-20
0.001 0.01

May
(dB)

d 1 10 100
Frequency (rad/sec)

Figure 4.10. g, Design #1 z-plane and w’-plane Magnitude Frequency Response




4.2 Yaw-Rale (r) MISO Equivalent Loop Design

The lateral modes of the Lambda model are decoupled from the longitudinal modes, how-
ever, the subscripts on variables denoting the original and full 323 MIMO system are retained for
continuity of the continuing design discussion. Subscripts of 3 and 2 for the yaw-rate and roll-rate

loops respectively are used.

The improved QFT MISO design procedure is used for the 222 MIMO lateral system. The
selection of the first MISO loop to shape is a subjective decision governed by the requirements
specified in Chapter II1. Very simply, the lowest bandwidth MISO ~quivalent loop is shaped first.
Sometimes it's not altogether obvious which loop this may be. Bode plots of the Q(w') matrix
clements ¢; ;(w') for all plant cases and the MISO equivalent loop templates are used to help
make this decision. The Bode plots of the ¢; ; elements serve to display the magnitude and phase
uncertainty explicitly as a function of frequency v. It is difficult to obtain a quantitatively complete
picture of the loop uncertainty and its comparison to another channel loop with only Bode plots.
The loop templates, on the other hand, are plots-of the magnitude variation vs. the phase variation
at a given [requency v and thus frequency v is implicit in the template plot. The area enclosed in
a template describes the uncertainty of the plant at a frequency vp. The area enclosed by the plant
templates quantifies the uncertainty of a particular MISO channel loop. This area is compared fo
the other MISO channel loops for resolving bandwidth issues. Appendix E Figures. .3 and E.4 on
pages E-12 and E-17 show plots of the roll-rate and yaw-rate MISO loop templates respectively. 1t
is easy to see from those template plots that the yaw-rate channel is the smaller bandwidth loop
since the total area enclosed by -all its templates is much smaller than the roll-rate MISO loop.
This conclusion is also reached using Bode plots since the phase and magnitude uncertainty in yaw
is low at high and low frequencies unlike in the roll channel where low frequency uncertainty is
substantially higher. Figure 4.11 shows the Bode plots used in-the bandwidth determination. The

yaw-rate chaunel is selected as the first loop to design in the lateral MIMO system.
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Figure 4.11.

¢qa,2(w') and g3 3(w') For Plant Cases 1-6

Roll-Rate and Yaw-Rate MISO Loop Channel Uncertainty With Bode Plots of

Similar to the pitch-rate channel design, plant case #1 is also selected as the nominal plant
for this loop so that again P, = P;. Appendix E contains the template data and templates used

for this loop shaping. The nominal loop transmission for the yaw-rate channel is:

log(w') = g3(w') gos (') (4.12)
) = 1:20093¢-4 (~0.066135)(120)(~140.0997)(155.5963)(~935.7121) .
Joso(W') = (—0.4205%,1,4601)(— 12 S12.6011)(=47.3705) (4.13)

The Type 1 loop transmission requirement applies to this loop also so that, since ¢, , has no free

poles or zeros, g3 must have one free pole. The initial loop transfer function is:

1
los (W) = = fo5(u') (4.14)

The phase margin bounds and the loop transmission of Equation 4.14 are shown on the NC in

Figure 4.12.
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The loop transmission synthesis follows similatly as for the previous pitch-rate loop. The
Bode plot analysis used in this loop design is not shown but it is again emphasized that the use
of Bode plots in conjunction with the NC' make the loop transmission synthesis much casier. Here
also, low frequency lead compensation is needed and is apparent from the NC in Figure 4.12. The

#a(w’) designed for this loop is:

223(w' + 4.5)(w"* + 20w’ 4 324)
w!(w'? + 500w’ + 250000)

ga(w') = {(4.15)

This compensated loop transmission is shown on the NC in Figure 4.13.

Again, as in the previous loop design, a droop range of frequencies exists in the looj lrans-
mission, however, the drooping is not as-pronounced as in the pitch-rate channel. Compensation is
applied in that range of frequencies to decrease the magnitude drooping and design #2 for ga(w')

becomes:

223(w' + 4.5)(w'? + 200’ +324) (w' +0.3)
w/(w'? 4+ 500w’ + 250000)  (w’ + 0.009)

g3( w')’ (4.16)

The NC in Figure 4.14 shows the design #2 compensated loop transinission.

The filter design procedure is identical to the previous loop and the filter transfer function
is the same for design #1 and #2 since the high frequency plant characteristics are not altered by

the low frequency droop compensation added. The filter required for the yaw-rate channel is:

0.004(w’ + 200)

!
faa(w) w +0.8

(4.17)
With design #1, some droop frequency v;. tracking bounds are not met. This is apparent in

the step response yaw-rate loop simulation verifications in Appendix G Figure G.3. Design #2, on

the other hand, meets all performance bounds and thus, in the verification plots in Appendix G,
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remains within the specified performance bounds.

The yaw-rate channel w'-plane designs are:

223(w' + 4.5)(w'? + 20w’ 4 324)
w'(w'? 4 500w’ 4+ 250000)
223(w' + 0.3)(w' + 4.5)(w'? + 20w’ + 324)

Design #1 = ga(v') =

: ‘ "o
Design #2 = gs(0) = — o 0.000)(w + 500w + 250000)

0.004(w' + 200)

Design #1 & #2 = fa(v') = ~—F70

The difference equations for implementing these designs are presented in Appendix F.

(1.18)
(1.19)

(4.20)



4.3 Roll-Rate (p) MISO Equivalent Loop Design

The improved QFT loop design procedure is used for the final roll-rate MISO loop transmis-

sion shaping. For each plant case i the effective loop transmission, denoted l{,e(w’ ) is:

. . . 1+ yaqh o)
f ') = Y aqh o () = go(w') ¢f o(w - : - 4.21
(e = el @2 () = () ) Ty ey A
; 1+ l(w")
(] ] / 3 0¥
= L) n n - T ‘1.22
#200) 220) TEPGRH — o () (122
where
P ph 2(w')ph 5(w') .
a e 4,23
Rl = @ phalw) ()
Plant case #1 is nominal for this loop shaping so that the nominal loop is:
14w
! = o ! % o ! 3 . 4
IU’.‘:(“” ) y-(u’ ) q..,..(u’ ) 1 + l:]’(u,[) - 7:}‘2““’) (4 2 )
= ga(w') gho (W) = ga(w') go, 40, (W) (4.25)

"The loop transmission is shaped by generating the effective nominal plant element g, ,,(w') with
Yoa,a (') and lo, (w'). Bode plots of v, and (1+1,,)/(141o, =7,) in Figures 4.15 and 4.16 illustrate

these relalions.

Figure 4.17 shows the comparison of the resulting qo, ,,, With qo, ,. Notice there is very little
difference between the effective MISO nominal plant element and the original indicating that very
little correlation exists between nominal yaw loop design and the nominal roll loop plant element.
In fact, generation of the effective roll loop plant elements q{,;_,c for all plant cases showed similar
telations and thus are nol shown -here.

In spite of the small difference in the effective plant elements, and in the interest of complate-

ness, the ¢4 o elements are used in the roll-rate channel design. Appendix E contains the eflective
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Figure 4.15. Roll-Rate MISO Loop Nominal 4, (w')

plant element (11."_,’2() generated templates used in this loop shaping.
The nominal loop plant element g, ,,,(w') is shown in tabular form in Table 4.1.

For a Type 1 loop transmission, g2 must have 2 poles at the origin so that the initial loop transfer

function is:

l N
Ioa(e) (H’,) = ;I)Tj qo:,g(e)(u’l) (4.1-())

The phase margiin bounds and loop transmissioi of Equation 4.26 are shown on the NC' in Figure

4.18. This-is the starting poini of the loop shaping.

The droop problem is present in this design also as for the previous two loops and so two

designs are synthesized. Prefilter design is accomplished as usual and only one prefilter 15 needed
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Figure 4.16. Roll-Rate MISO Loop Nominal (1 + lo,(10'))/(1 4 loy (w') = 0(2'))

for both designs. The controllers (g2) and-prefilter (fa2) for the two designs are:

3.55(w’ + 0.1)(w'? + 16w’ + 100)

: no_. -
Design #£1 = g2(0') = w2(w T 500) (4.27)
. 3.55(1w’ + 0.1)(tw' 4+ 0.3)(w' + 16w’ + 100)
. o(w') = 28
Design #2 = ga(w) w21’ + 0.009)(w’ + 500) (4.28)
, 0.125(w’ + 20) ,
Design #1 & #2 = fg,g(w') = —T-F—ZT (4.29)

The compensated loop transmissions are shown on the NCs in Figures 4.19 and 4.20. The difference

equations for implementing these designs are presented in Appendix F.

4.4 Discussion

4.4.1 NMP Loop Shaping. It was recognized from the start that the phase lag from the
NMP w’-plane nominal plant elements g,, ; and the effector actuator and rate sensor model poles
would place an upper bound on the maximum achievable loop transmission and thus the maximum

loop gain. As previously discussed, the tracking and channel interaction disturbance rejection
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Figure 4.17. Roll-Rate MISO Loop Nominal Plant Element go, ,(w') v8. ¢,, ., (') Comparison

performance achievable is subject to this limitation on loop transmission. The loop transmissions
in cach of the MISO chaunnels described in this chapter are maximized subject to the phase margin
bounds and the limitations imposed by the NMP-elements and the effector actuator and sensor
model-poles. To that extent, the performance achieved with these channel designs is the best that

can be expected.

4.4.2 Bandwidth Specifications.  In general, a system model is developed with implicit
limitations. Many systems may have higher order structural modes that are ignored in the model
development. under the assumption that the control system will operate at frequencies that do not
excite any significant response from these modes. Thus, most systems have inherent. bandwidth
limitations because of this. It’s of interest then to give specifications on the bandwidth of the
control system design. The higher order structural modes on Lambda are estimated to be quite
high and well above any frequency achieved by the digital NMP loop transmissions. Table 4.2 gives

the loop transmission crossover frequencies for each MISO loop channel.
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Table 4.1. Roll-Rate Nominal Plant Element Transfer Function Roots Listing ¢o, ,,,(t')

Numerator Roots

|

Denominator Roots ||

0.0 —-0.060926
—0.066135 =0.047368 £ )0.508091
—0.066161 —0.047368 £ j0.608091

~0.029422 £ j0.576535 ~3.687902 % ;0.0
—3.010474 4 §0.000101 {| ~3.404659 £ j5.410768
~2.211016 £ j5.864527 || —12.849075 % y12.663185
120.0 —47.123026
—140.099668
155.596309
-972.268112

Table 4.2.  Minimuwm & Maximum Crossover (Phase Margin) Frequencies For the MISO Loop

Channels
vy ()
Channel || Plant #1 (Min) | Plant #2 & #3 (Max)
(rad/sec) (rad/sec)
AT 7.8 30
%) 4.0 10
% () 8.0 30
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V. Design Simulation

This chapter describes the various simulations used to verify the design of the Lambda three-
axis rate-commanded automatic flight control system. All simulations performed in this study are
done with the Matrixx CAD/CAE program on a SUN III workstation. All applicable simulation
plots are presented in Appendix G. The block diagrams depicting each method of simulation are
presented in the following sections along with a final section summarily presenting the pertinent

simulation results and final system specifications.

5.4 An Engincering Philosophy

Eugineering design always requires approximation. Why? Because, “mother nature” is never
“ftruly” as even the most complex and comprehensive mathematical description would have it.
Sometimes the mathematical description of a physical phenomenon is so-close to the natural mani-
festation of the phenomenon that the difference is imperceptible. Many times, though, the accuraic
mathematical descriptions required to match nature are impractical for design synthesis or analysis
and so suitable approximations are made. Physical modeling errors judged to be insignificant or
compensatable are even admitted to facilitate a tractable engineering solution. In the final analysis,
“mother nature” rules and the engineering solution must obey ler rules. Simulation in flight is the

“final analysis™ in flight. control system engineering.

Two types of simulations are considered, design synthesis technique verification and “truth”
model or “mother nature” comparison. The w'-plane simulations described below are design syn-
thesis verifications. They verify proper execution of the design technique. The hybrid simulations
are the “truth” model comparisons used in this study. It is good engineering practice to simulate
the final engineering solution against the best available fruth model. For this study. the linearized
continuous-time EOM are the truth model. It is also good practice to recognize the limitations of

Lhe results derived from the simulations since it would obviously be better to test the design in




flight. This lincarized Lambda model is judged to be very close to “true” since Lambda is basically
a statically stable open-loop aircraft with relatively docile flying characteristics as opposed to the

very nonlinear and highly dynamic flying characteristics of a modern fighter aircraft.

The nonlinear Lambda EOM are a better fruth model. These equations, implemented on an
analog computer like the SIMSTAR. computer, would provide the best comparison to the “(true”
conditions of flight without actually flight testing the design. Lambda’s nonlinecar EOM are not
presently available. They would have to be derived from flight test data of the aerodynamic
derivaiives which are also not available. Derivation of these equations would, in any cvent, be

beyond the scope of this thesis.

The best “true” testhed is the aircraft itself. The validity of the linearized EOM and all the
other approximations that resulted in the linearized system representation will be clear as a result
of flight testing. Flight testing is a major undertaking and also beyond the scope of this work. It
is planned that this flight control system will be implemented and flown at a later date and thus

its “true” performance will then be seen.

5.2 w Loop Transmission Design Verification

Gach QFY loop design is simulated to verify the synthesized loop transmission /;(v'). The

block diagram implemented in Matrixy is shown in Figure 5.1.

ol ! .
L) o} fia(u! T » 9i(w') gii(’) | o

Figure 5.1. Filtered w/-plane Loop Transmission Response Configuration




Step inputs are applied to the system in Figure 5.1 for i = 1,2, 3 and for each i, the system respounse
q;,; for each plant case 1-6 is generated. Thus six system responses are generated for each channel.
These verification responses are in Appendix G Figures G.1, G.2 and G.3. Since two designs are
completed for each channel, simulations for both are shown. The Type 0 design for the pitch-rate

channel is also shown there.

5.3 o System Simulations

The loop transinission simulations in the previous section are SISO simulations with no dis-
turbances and only verify proper design synthesis. The full MIMO w'-plane systems are simulated
to verify both proper tracking performance and disturbance rejection with the MIMO interchannel

interaction present. These simulations are conducted in accordance with Figure 5.2.

N \oa
k

—Ai—at  F(u) G(uw') P.(w')

N Kw

Figure 5.2. w'-plane MIMO System Simulation Configuration

These simulations are performed without amplitude limits on the control-surfaces and proved to
match nearly exactly, when the surfaces are not limiting, with the hybrid simulations described
next. For this reason, these simulation results are not shown since they are equivalent to the

hybrid simulations.

5.4 Hybrid System Noninlcracting Simulations

Figure 5.3 shows the Matrixy block diagram implementation for the hybrid single-channel

excitation noninteracting simulations.
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Figure 5.3, Hybrid Nonlinear (Effector Amplitude Limiting) Lambda MIMO System Simulation
Clonfiguralion With z-plane Controllers and Prefilters and s-plane Aircraft Plant,
Actuators and Sensors

The conmmand inputs qend, Pemd, and remq are applied in units of (deg/sec) and converted to
(rad/sec) immediately at the simulation input and back to (deg/sec) just before output. The
automatic flight control system requires (rad/sec) internally. The F(z) and G(z) blocks in the
simulation contain the discretized w'-plane QFT designed prefilters and controllers respectively.
The AACT block contains the weighting matrix elements and the continuous eflector actuator
models. Amplitude limits specified in Chapter Il on page 2-5-are implemented in the LIMT block.
Anmplitude limited effector angles are also outpuls of the simulation. The continuous plants Pi(s)

are used and the continuous rate-sensors are contained in the feedback block SEN.

Perturbation EOM are derived by linearizing a system about a nominal or {rim flight condi-
tion. By definition, the initial conditions on the system states in a perturbation EOM set are zero,

however, in the case of an aircraft system, the effector positions required to reach and maintain the
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trim condition are not usually zero and thus, the effective amplitude limits on effector actuation
for a given flight condition can be different. For example, plant #1 for flight condition #1 is a trim
condition in slow flight at a high angle-of-attack where the elevator is deflected up significantly.
Obyviously, for this plant, further up elevator deflection is limited and any pitch-up maneuver will
e subject to this limitation. Norinally, a simulation is designed so that these effector defleciion
limits with trim deflections accounted for is used. These trim effector positions are not. available
for Lambda and are not used. For the subsequent simulalions, it is assumed that each effeclor is
not deflected (0°). This assumption is significant. for plant case #1 only as described above. Trim
effector deflections for the other five plant cases are not neatly as significant as for plant case #1.
Thus, pitch-up maneuvers for plant case #1 may not be as simulated since the elevators will limit
sooner than the simulations show. It should be noted here that this is not desirable since it. would he
much better to use the correct angle limits based on the trim effector positions in the simulations.
However, knowledge of the trim effector positions is not required in the design procedure and thus

does not change the design synthesis.

Recall that P.(s) is transformed to the w'-plane with the data hold or ZOII assumption.
Matrix, performs hybrid siinulations-of continuous and discrete system blocks by inserting a ZOII
device belween the output of a discrete system block driving a continuous system block. Figure
5.3 shows where the ZOH cevice is inserted by Matrixx. The discussion in Chapter 111 outlines the

reasons why it’s not desireable to drive continuous systems with discrete signals.

The basic system plants P;(s) for each-flight condition are modified to provide, in addition to
the desired controlled outputs of ¢. p, and », all system state variables. Also, the amplitude limited
effector angles are tagged as desired simulation outputs. This is shown in the block diagram as the

simulation OUT vector such that OUT in system variables is:

T
ouT = [o w o q ¢ B p v by ben 6y S1n buy ban 6,.] (5.1)




The resulis of these simulations are contained in Appendix G. Simulations are shown for a

variely of inputs. Each rate channel is exercised individually for each of the three inputs below

e 15 second duration, 1°/sec rate pulse
o 1 second duration, 45° /sec rate pulse

o | second duration, 500°/sec rate pulse

and the resulting state variable and limited effector angle outputs are plotted in the Appendix G
figures. Pitch-rate channel simulations do not include the lateral state responses of ¢ and ;2 or the
rudder and flap responses since they are all zero. Roll-rate and yaw-rate channel simulations do
not. include the longitudinal responses of 8, u, and « or the elevator responses since they are zero
also. Note that nubers shown on the plots in Appendix G denote plant case numbers. Only those

plant cases of particular interest are labeled.

5.5 Hybrid System Coordinated Turn Simulations

The single channel excitation of all the prior simulations serve to demonstrate the successful
implementation of a three-axis rate-commanded automatic core flight control system for Lambda.
This core system serves as the basic flight. control system in allowing many possibilities for outer
loop feedback control. The advantage of a noninteracting three-axis flight control system can't be
stressed enough. It alone makes many future and versatile Lambda flight control system outer loop

enhancements possible.

It is of interest now to see how the design performs in a normal more realistic mancuver. The
longitudinal channel is decoupled from the two lateral channels in the linearized EOM system so

further longitudinal-simulation is-basically unexciting. The lateral channel, however, is different.

A coordinated turn requires simultaneous roll-rate and yaw-rate channel input. Simulation of an




extended multiple input maneuver like a constant-bank coordinated turn with no effector limiting

problems adds further credibility to the design.

Turn coordination will be added to Lambda in the future and it's not known now just exactly
how it will be implemented. Many different techniques exist and Blakelock [3] presents some in
his book. For this simulation, Equation 4-10 in Blakelock [3:147] is used to provide an appropriate

yaw-rate command input for the pilot selected bank angle.
q .
r(t) = -<—sing(t) (5.2)
b

A turn is coordinated when g (sideslip angle) remains small. The yaw-rate calculated in Equation
5.2 is approximale and the first simulations showed it is undercalculating » somewhat. Equation

5.2 is modified to correct this as follows:

M) = a - sing(t) (5.3)
Vr
= o sing(t) (5.4)

The «' in Equation 5.4 is found such that 3 remains realistically small during the maneuver. The
approximate nature of Equation 5.2 justifies the modification. Figure 5.4 shows the Matrixy simu-
lation block diagram for these simulations and the results are contained in Appendix G. Plant cases
#1 and #2 are used for the coordinated turn maneuver simulations. Plant case #1 is the slow
speed case where the aircraft is flying just above stall at 10° angle-of-attack. Plant case #2 is the
other extreme or the fast specd case where the aireraft is flying at top speed with a small negative
angle-of-attack. These cases represent the extremes of the modeled aircraft dynamics. Template

data in Appendix E bears this out. Table 5.1 gives the & used for Equation 5.4 in the simulations.




‘able 5.1. Clalculated Yaw-Rate Turn Cooordination Gain ' And « For Plant Cases #1 and #2

|| Plant | « (rad/sec) | ag/Vr (rad/sec) ||
1 0.4757 0.54
2 0.19 . 0.185

QFT 7#— Rad
System ». gy TOUT

-1

+—
[ LAN——

je—| sin(u)

Figure 5.4, Hybrid Nonlinear (Effector Amplitude Limiting) Lambda MIMO System 45° Coor-
dinated Turn Simulation Configuration With z-plane Controllers and Prefilters and
s-plane Aircraft Plant, Actuators and Sensors and Approximate Computed Yaw-Rate
Turn Coordination

5.6 Simulalion Resulls

5.6.1 MISO Interchannel Disturbance Rejection. MISO interchannel disturbance rejection
performance is usually assured in channel loop shaping by synthesizing the loop transmission subject
to disturbance bounds in addi*ion to the phase margin bounds and crossover constraints. Again
here as mentioned above, the maximum achievable interchannel disturbance performance is subject
to the loop gain achieved. For purposes of specifying the design, the worst case interchaunel
disturbance performance is given. It is derived from the worst case time listory of a lateral 5
sec duration, 5°/sec simulation. Due to the decoupled lateral and longitudinal aircraft modes,

interchannel responses are only applicable to the lateral system.

Plant case #1 is the worst-case for interchannel disturbance rejection such that all other plant
cases have a greater interchannel disturbance rejection performance. The plots in Figure 5.5 show

the interchannel disturbance resronses to each lateral input for design #£1. ‘I#bulation of these




data and also the performance of design #2 are contained in Table 5.2, The figures for design #1
i the table are approximated from the lateral channel response plots in Figure 5.5. The figures
for design #2 are generated similarly, however, the plots used are not shown. Approximate steady

state performance is used.

Pemd Input remd Input
12 ¢
10

1 ¥ v 1

6k
r(l) 6 r(t) 4
o 4 °
(%) () 2

0 O —

-2 =2 1

0 2 4 6 8 10
Time (sec) Time (sec)

Figure 5.5. Plant #1 (Worst Case) Interchannel Disturbance Rejection Performance for a 3 sec
Duration 10°/sec Input to the Lateral Channels

Table 5.2, Plant #1 (Worsl Case) Interchannel Disturbance Rejection Performance for a 3 sec
Duration 10°/sec Input to the Lateral Channels

| Roll-Rate Channel Excitation |

Design #1 Design #2
—18dB —-23d8
[ Yaw-Rate Channel Excitation t
Design #1 Design #2
—16dB = —24dB | ~20dB = —-54dB

t For the repnq input, the disturbance response (p) reaches steady
state before » and thus the rejection response changes as » ap-
proaches steady state. The figt. .es attempt to show this by giving
the rejection specification when p first reaches steady state to when
the input (remq) is commanded to zero. Figure 5.5 shows that the
rejection perforinance increases from the first steady state p value
to the point when the input is commanded_to zero,

5.6.2 Tracking Performance. 'The a priori specified tracking performance is-achieved for

the yaw-rate channel only. Steady state tracking performance is achieved for the pitch-rate and
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roll-rate channels, however, the limitations imposed by the NMDP transformation zeros, the other
high [requency clements, and the desire for low order compensation make it impossible to achieve
the gain required to meet the low frequency tracking bounds. Thus, even though maximum loop
transmission is synthesized subject to all loop shaping constraints, the tracking bounds are still not

met at some low frequencies for the pitch-rate and roll-rate channels.

The pitch-rate and roll-rate channel low frequency problem is a result of the characteristic
large magnitude drooping present. On the NC, this appears as a large low frequency loop. The
drooping in these two channels is significantly larger than in the yaw-rate channel where tracking
specifications are met. This drooping could he removed if compensation order was not a concern.
The easiest way to synthesize the loop then would be to include the NMP elements and any unstable
poles in the nominal loop transmission synthesis and design the desired loop transmission with no

concern for any other elements in the nominal plant ¢,, ,. Thus, g; is formed by:

1y,

q‘h.n

The compensator g; synthesized in this way may be of significantly higher order and thus, for
the purposes of this study, would not be implementable. Compensation of the drooping in this way

does not guarantee that tracking bounds can be met. The maximum loop gain attainable subject to

the loop shaping constraints may still be insufficient to ensure compliance with all tracking bounds.




VI. Wing Leveler Autopilot Design

This chapter presents a wing leveler autopilot design and simulation based on the implemen-
lation of the rate-commanded automatic flight control system designed for Lambda in this thesis.

The specilications, design strategy, and simulation of the wing leveler-are presented.
g

6.1 Background

A wing leveler, for the purposes of this study, is a feedback system designed to keep the
aircraft roll attitude level with the horizon (¢ = 0) by returning the aircralt to the level roll
attitude after a bank angle disturbance. A more complete roll attitude command system may
include bank angle command in addition to a wing leveling function. It is natural and possible,
due to-the noninteracting nature of Lambda's QFT designed automatic flight. control system, to

use the roll-rate channel and the bank angle signal available to provide the wing leveler function.

A noninteracting system means that inputs to the individual channels do not couple to the
other channels and produce responses. Thus, a three channel noninteracting system like Lambda
can be represented by three decoupled SISO systems. This is a-pleasing situation when considering
outer loop feedback control since a MIMO design is much more complex in general. If the system
was interacting, then additional feedback loops designed to quell the interaction dynamics may be
required. In short, a MIMO design synthesis would be needed. For this wing leveler design, the

SISO roll-rate channel is used.

The QUT synthesized Lambda automatic flight control-system is depicted in Figure 6.1. On
Lambda, bank angle ¢ is available from a vertical gyro sensor and thus it is shown as a secondary

output in Figure 6.1. Bank angle ¢ is related to roll-rate p by the relation in Equation 6.1.

(t) = plt) (6.1)

G.>
—




Lwd o pambda —L -
[ oo

Figure 6.1  Lambda Three-Axis Noninteracting Rate-Commanded Automatic Flight Control Sys-
tem and Aircraft Block Diagram

In the s-plane, Equation 6.1 is:
1 e
8ls) = < pls) (6.2)

An integration of the roll-rate signal p(t) will produce ¢(t) with the appropriate initial conditions

assumed.

Disturbances to ¢ enter the system in the pilot roll-rate pymq command input channel and
at. the bank angle output ¢. External disturbance to bank angle is denoted as ¢4. Bank angle
disturbances in flight can occur very rapidly and typically result from wind gusts, turbulence, air
pockets, ele. In calm air, these disturbances may be small and easily handled by the pilot, but,
in rough air, considerable pilot attention may be required to maintain the desired flight attitude.
The whole point of a wing leveling function is to reduce pilot workload in maintaining the-flight
attitude to facilitate timely accomplishment of other cockpit tasks. It is best classified as a pilot

assist function and not an aircraft stability augmentation system.

6.2 Performance Requirements

Section 3.1.1.5.2 of MIL-C-18244A [27] contains specifications for the design of various pilot

assist functions including the wing leveling or roll attitude hold function. This standard requires

that -the selected roll attitude be maintained within a static accuracy of £0.5° with respect to the




gyro accuracy. It also requires that the transient roll response to a bank angle disturbance be
smooth and rapid and that the aircraft return to level flight or to the preselected bank angle froma -
bank angle disturbance of 20° with one overshoot not exceeding 4° or 20% of the initial disturbance

[27).

6.3 Design

The wing leveler function is added as outer loop control around the basic QF'T automatic
three-axis rate-commanded flight control system. The SISO roll-rate channel with a bank angle

disturbance input ¢¢ added is shown in Figure 6.2.

QFT FCS Roll
+ ' Rate Channel

Hy(s)

Figure 6.2. Outer Loop Wing Leveler Feedback Control Scheme

The MIL specification does not strictly quantify the value of a rapid return to level flight
and thus leaves that detail to the designer. 1t is acceptable multiloop feedback design practice to
enclose the higher bandwidth systems in the inner loops by the lower bandwidth outer loops. This
design philosophy requires that the wing leveler outer loop be slower than the basic QFT roll-rate

conunand system and the following specifications are established for the design:

o T\~ 2 sec

o T, ~ 0 sec




.

o ¢ >0.707

All assumptions and conditions for the s to w/ plane equivalence are the same as for the busic QFT
flight control design so that Hy(w') ~ Hy(s). The form of the feedback controller is I1y(w') =

Kol s(w') where Hy is chosen to be a proper w/-plane transfer function of first order.
Pl ¢

w -z

6.3
w—-m (6:3)

=y andd pp in Equation 6.3 denote a stable (negative) zero and pole respeciively.

T1.e strategy is to design Hy so that the closed-loop system possesses the second order sys-
tem characteristics specified by the requirements above. These requirements yield the closed-loop

dominant pole pair in Equation 6.4.

pa = =ugxjyrg = ~0.67%)0.60 rad/sec (6.4)

The roll channel QFT system for all plant cases P; is represented as:

plw') faa(w)ga(w)gi, o (20")
Pemd(t') B 1+y9(w’)’1i2.:(w')

In the frequency range associated with the desired closed-loop pair (Equation 6.4), the roll channel

QFT system is approximately:

p(u’)

poir) = 6.6
Pema(w’) fa,2(0') .

since ga(W')gi, ,(w') >> 1 (see-the roll-rate w' frequency response bounds in Figure D.3 on page

D-5 in Appendix D). The roll-rate prefilter dominates the aircraft response in this frequency range.

Lambda has a vertical gyro providing bank angle data from level flight and so, for the design
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synthesis, and Lo satisfy the relation in Equation 6.2, an integrator is added. Figure 6.3 shows the

equivalent w'-plane wing leveler design block diagram.

1
l

fa2(w')

Hd’(wl) Jo Deen(t’)

Figure 6.3. w'-plane Wing Leveler System Block Diagram

The elements shown in figure 6.3 are:

20
Poen(W) = w' +20
faa(w')  _ 0.125(w’ + 20)
UJ’ - wl(wl + 2.5)
! fed
H ] = w -
o) = =2

(6.7)
(6.8)

(6.9)

Proper w/-plane transfer functions are not really needed for the integrator or the sensor in the

ensuing design synthesis since, in the frequency range of interest, the difference between the above

elements and proper w' transfer functions is insignificant. For the design, the commanded roll-

rate input is assumed zeio (Pemd = 0) so that the feedback transfer function for the roll angle

disturbance control ratio ¢(w')/dq(w’) is:

1ol¢('l’l)

. i
Bren(!) How') K faplu!) =

w' + 20 w —pm w4+ 2.5 w!

?}
[}

[ 20 ] [Kd,(w'-z,)] [0.125(10'+20)] [_1_] N
- D

(6.10)

(6.11)




where

plw') 1 _ D
palw') ~ 1+tg,(w') ~ D+N

(6.12)

Standard root locus analysis is used to chose ¥, and p; to realize the dominant second-order

closed-loop pole pair of Eyuation 6.4. The Hy(w') and Iy synthesized is:

, w +5 L
Hy(w') T 15 (6.13)
Ky = 02 (6.14)
The disturbance control ratio with the Hy and Iy of Equation 6.14 is:
gw') (w)(w' + L5)(w' + 2.5) (6.15)
da(w) —  (w +0.5993 £ 0.7303)(w + 2.8015) "

A few issues are worth mentioning at this point about the design. First, for the specific
structure of Hy, it is desirable but not a requirement to achieve a low order compensator. fy
could be more complex and.for some problems may have to be to achieve the desired closed-loop
system. For Lambda, the first order compensator is enough. Second, the worst case sensor model
is used, however, its inclusion had an insignificant effect on the compensator pole/zero placement.
Third, wing leveler activation alters the roll-rate input to the aircraft. Instead of a pure pilot
roll-rate command, the aircraft roll-rate cnannel input is an error signal difference hetween the
pilol input and the wing leveler correction signal which is directly proportional to the bank angle.
Since the wing leveler dynamics are slower than the inner roll-rate command loop, it is possible for
the pilot to everpower the wing leveler while it is activated in order to make a heading change or
perform some other maneuver. Upon removing the pilot input, the wing leveler returns the aivcraft

to the level bank angle flight condition. This is a desirable and mandatory requirement for an




attitude pilot assist: function.

I (w') is transformed to the z-plane with the bilinear transformation of Equation 3.4. The

resulling z-plane controller is:

0.20576( — 0.92) o
s = = 6.1t
Hy(z) (= - 0.97531) (6.16)

_ 0.20576x — 0.18930 (6.17)
- 2 =0.97531 '

0.20576 — 0.18930~!

1= 0975311 (6.1%)
For If; = Y/R:
Y(2) [t -0.97531:7Y] = R(z)[0.20576 — 0.18930:~"] (6.19)
The difference equation for implementing Hy is:
ykT) = +0.97531 y[(k ~ 1)T] + 0.20576 u(kT) — 0.18930 u[(k — 1)T]  (6.20)

6.4 Simulation

All simulations of the wing leveler design are performed on Matrixs. Verification of the /Iy
design is accomplished by simulating the wing leveler-w/-plane design in accordance with the block
diagram in Figure 6.3. The design verification is accomplishied by setting a 20° initial condition
on the output integrator to simulate an impulse bank angle disturbance and setting the command
input Lo zero (pend = 0). Figure 6.4 shows the results of this simulation. The ability-to eeerpower
the activated wing leveler is simplated in Figure 6.5 by setting a zero integrator initial condition
and applying a nonzero roll-rate command pgyq. In this simulation, a 1 second duration, 20° /sec

roll-rate input is applied to simulate a pilot command input during wing leveler operation.

Hybrid simulation of the wing leveler is done to verify the z-plane implementation of Hy.




N 0.3(w'+5)
Hy(w') = =5mrs

(1)
)

time (sec)

Figure 6.4. w/-plane Wing Leveler Response to a 20° Initial Condition Bauk Angle Disturbance

20 T T T T
p 1
15 H(w') = S5 -
¢(t) 10 ¢ -
p(t)
(°) 5F -
0 —
-5 1 1 1 1
0 2 4 6 8 10
time (sec)

Figure 6.5. w/-plane Wing Leveler Response to a 20° Pilot Input Bank Angle Disturbance
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The block diagram for this simulation is shown in Figure 6.6.  The aircraft block in Figure 6.6

Qomd 1
N Aireraft =
& o o

. QFT [3
T A Automatic —
- FCS L o
Temd T .

III(:) ¢sm(s)

Figure 6.6. Hybrid Wing Leveler Simulation Block Diagram

is labeled wilth T; to denote the closed-loop QFT automatic flight control system associated with
the ith plant case P;. It is a continuous system block; however, discrete system blocks, namely the
channel prefilters f; ;(=) and the channel controllers g;(z) are contained within. The bank angle
sensot is continuous and the wing leveler feedback controller is discrete. For the hybrid simulations
in Figure 6.7, an initial ¢ condition of 45° is set in the ¢ plant integrator state to provide the initial

bank angle disturbance.

6.5 Resulls and Discussion

The wing leveler system response figures-of-merit are derived approximately from the hybrid

simulations in Figure 6.7 and the verification simulation in Figure 6.4.

o T, ~ 2 sec
o T, ~ 6 secc

o ( ~ 0.7

?.
O




Plant 1 Plant 2
(*) (°)
or or
e sec
6 2 4 ¢ 8 10
time (sec) time (sec)
Plant 3 Plant 4
50 T T T 7
40
©) ) 90
or or 10
2. = 0
Yy see _10
-20
-30
0 2 4 6 8 10 0 2 4 6 8 10
time (sec) time (sce)
Plant 5 Plant 6
(°) )
or or
l .
0 2 4 ¢ 8 10 0 2 4 6 8 10
time (sec) 7 time (sec)

Figure 6.7. lybrid Wing Leveler Response to a 45° Bank Angle Disturbance For Plant Clases 1-6

The pilot input disturbance simulation in Figure 6.5 demonstrates the ability to overpower the
wing leveler when required. The overshoot is 2° for a 20° bank angle disturbance or 10%. The
feedback transfer function for the disturbance control ratio is Type 1 as shown in Equation 6.11,
and thus the disturbance control ratio has a zero at the origin as in Equation 6.15 yielding zero

steady state crror to a step input as demonstrated.

This roll-attitude pilot assist autopilot function design meets all the requirements of MIL-C-
18214A. Itis-a very sitnple design that-only-levels-the-wings in-response to bank angle disturbances.
It does not provide the capability to preset an initial bank angle and hold the roll attitude relative

to the preset bank. To provide this feature on this aircraft, turn coordination must be implemented.
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Thus, a presel wing leveler bank angle will and should result in a constant. coordinated tnen.




VII. Conclusions and Recommendations

7.1 Summary

This thesis demonstrates the successful application of discrete MIMO Quantitative Feed-
back Theory to the design of a three-axis rate-commanded automatic flight control system for the
Lambda URY. This study finds that the application of discrete Q7T is a straight-forward and
systematic design procedure. The experienced control system designer can apply these techniques
to many control problems with relative ease. One should, however, be comfortable with all aspects
of frequency plane design synthesis and system description and tlr. corresponding time domain
implications. That's not to imply that the novice designer should not use QFT. On the contrary,
application of QFT to a problem is an excellent way of gaining invaluable experience in frequency

plane design.

Most studies at AFIT prior to this have dealt with flight control reconfiguration issues. "Typi-
cally, for the QFT reconliguration problem, one basic or nominal aircraft flight condition is selected
and failure conditions are generated from that nominal case to quantify the plant uncertainty in the
presence of surface failure. It should be obvious that, in areconfiguration strategy., it is desirable to
have a number of the available effectors weighted sufficiently to provide the desired control so that,
with the failure of some of the effectors, the desired system response or, at least system stability,
is achieved. Due to their physical location on the aircraft and their size and angular displacement,
certain effectors are “primary” and are “naturally” the best eflectors in generating certain aircraft
responses.  For example, in a conventional tailed aircraft like Lambda, elevators, ailerons, and
rudder are the primary effectors for generating pitch, roll, and yaw respectively. In general, recon-
figuration strategy requires heavy weights on “secondary” surfaces so that the weighting matrix
A synthesis, required. for blending the effectors to produce a square system plant, becomes quite

involved and not. so straight-forward.
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For this study, a basic flight control system capable of being implemented on Lambda is
needed and thus, a reconfiguration strategy is not used. To this author's knowledge, no completely
QI'T designed {light control systems have, to this point, been implemented for actual Hight {esting
on any Air Force aircraft. The weighting matrix selection in this study is therefore greatly simplified
as described in Chapter 11 and the resulting effective plants have the minimum phase determinants

desived,

The numeric difficulties with effective plant discretization documented in past efforts is elim-
inated with the application of the Hofmann algorithm. The effective plants Pi(s) are quickly

discretized in the w/-plane with a Matrixy macro program,

The effective plants Pi(s) for this study, with a three pole actuator/sensor model, have an
excess of four poles. This produces two NMP zeros in [Pi(w')]. The phase of these NMP zeros is
accounted for by including them in the template generation and in the nominal loop transmission
shaping for each MISO channel. In this way, these NMP characteristics are handled directly and

successful loop transmissions are synthesized for each MISO channel in this study.

Hybrid nonlinear (effector amplitude limited) simulations on Matrixy of the completed desigh
verify the successful application of discrete QFT in this study. The yaw-rate channel meets all
specifications. Due to the large uncertainty at low frequencies in the pitch-rate and roll-rate MISO
channels, some low frequency tracking bounds are quite high and not met by the respective loop
transmissions. In a strict sense, a priori performance specifications are not met by the pitch-rate
and roll-rate chanuels since the low frequency tracking bound violations result in minor sagging of
the time responses. 1t is reasonable Lo assert that this may not be very noticeable or even detectable
to the Lambda pilot. Pilots tend to-rate aircraft on transient performance, and so, in that sense,

the QF'L designs generated in this study meet all a priori specifications.

As an added bonus and due to the-success of the basic design, an autopilot function design

is demonstrated. With a noninteracting three-channel flight control system in place, outer loop




attopilot functions and control enhancements become quite simple to design and implement. A
wing leveling function is synthesized that very graphically demonstrates this. Only one difference
cquation and the appropriate program logic to turn it on and off is required to implement this

design.

7.2 Conclusions

The objective of this study was to produce an implementable set of discrete controllers and
prefilters to provide a core three-axis rate-commanded automatic flight control system for Lambda.
A third order effector actuator/sensor model is used and successful designs are achieved by dircetly
handling the inherent NMP transformation elements of the discrete MISO system (Q(w’)). It ap-
pears that even higher order (more excess poles) effector actuator/sensor models can be handled in
a discrete design by this direct approach. The NMP elements of [P (w')] resulted from transforma-
tion to the w'-plane of a MP (|Pi(s)]) system and were located no closer than the NMP* sampling
zero at 120 (rad/sec). It is reasonable to assume that, given a MP (|Pi(s)|) system, the NMP
clements associated with the discrete representation will be no closer than the sampling zero and
successful loop transmissions should be synthesizable based on the plant dynamics and regardless
of the effector actuator/sensor model used. The discrete NMP characteristics of a continuous MP
system represent a loss of information between samples of the continuous system dynaniics and thus
do therefore represent “real” plant dynamics. The time delay-inherent in the sampling process for a
discrete system manifests itself in these NMP zeros. Continuous system plant NMP properties are
another matter and would obviously transform directly to the discrete system creating problems in

the design synthesis for QFT or any other robust design technique.

All calculations, manipulations, simulations, ete for this thesis are performed with Matrixy on
a SUN workstation. Just prior to the start of this work. a new version of Matrixy was installed

with claims of major numerical improvements. It appears that this new workstation version is
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quite improved since no numerical problems with polynomial convolution and other numerical
calculations was noted as was the case in past studies with older versions of Matrixy. The success of
this study is partially attributed to the absence of numeric difficulties and the decision to completely

handle all data with Matrixx except for the initial plant case inputs.

7.3 Recommendalions

As a consequence of this study, some areas for further attention have surfaced. First, the
weighting matrix was simplified in this study to facilitate an implementable design. It was rec-
ognized from the start that weighting matrix selection, especially if optimality is considered, is a
monumental task and may well be a topic for further independent study as a thesis or dissertation.
The weighting matrix employed in this thesis is a natural and acceptable blending of the available
Lambda effectors and in no way detracts from the success of the design. More systemalic weighting

matrix selection should be revisited in future studies building on the results Hamilton [8].

Second, past studies have recommended CAD-package development to facilitale the Limely
and error free design application and this study is no exception. It would he hard at this point
Lo specify the capabilities required of a stand alone discrete QFT CAD package flexible enough to
handle the many variations possible in a given problem formulation. It is suggested that a front
end package for Matrixy be designed to ease data entry and maximize the use of Matrix, for the
initial design transfer function manipulations. It is envisioned that Matrix, could form:the core of

this QFT design package due to its very flexible command environment.

Third, it is recommended that design #2 controllers and prefilters be implemented for actual
flight testing on Lambda. That is the better design in terms of more closely meeting the a priori
specified performance requirements. Simulation of the design with the nonlinear equations of motion

hefore flight testing is a possible consideration before actual flight testing is attempted. I[ the

design fails in the nonlinear setling, it can only mean that it is operating outside the bounds of




plant uncerlainty specified a priori or the linearized EOM given for the linearized design are in
error. All things considered, it is anticipated that at the very worst, 1'.cre may he some “llyable”
flight. conditions in the nonlinear setting that are not containeZ -within the designed lor range of
plant parameter uncertainty and may not give the specified performance or may be unstable. It is
important to remember though that the QFT design is very robust and robustness is enhanced by
the overdesign inherent. in any higher than required loop transmission synthesis in a loop design.
Thus, it is entirely possible that some areas outside the quantified plant parameter uncertainty may

also show the specified performance.

Last, given successful flight testing of the design, the wing leveler should be implemented
and tested. In addition, a complete attitude command autopilot system should be designed and

implemented for Lambda to take full advantage of its unique capabilities.
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Appendix A. Lambda Descriptive Dala

The following data are given for the Lambda URV. It is derived from initial flight testing and

the Digital DATCOM CAD package used to design Lambda.

o Wing span — 14 {t

o MAC (mean aerodynamic chord) () — 1.51 ft

o Reference wing area (S) — 21.1 ft?

o Minimum weight — 150 lbs

e Nominal weight — 168 Ibs

e Maximum weight — 200 lbs

e Maximum speed — 100 knots in level flight

e No flap stall speed — 45 knots -

e 20° flap stall speed — 35 knols

o Takeoff speed — 60-70 knots

e Landing speed — 50-70 knots

e Nominal CG full fuel — 32% MAC aft of leading edge
e C'G range empty fuel — 26-41% MAC aft of leading edge
o CG range full fuel — 32-47% MAC aft of leading edge
o Aileron deflection limit — +15° up —10° down

e Flap deflection limit — ~20° down

e Rudder deflection limit — + 25°

o FElevator deflection limit — &+ 15°




Appendix B. Aircraft Models

Six flight conditions are used in this design. A short description of how the flight conditions
are generated begins on page 2-7. A tabular listing of the flight conditions is reproduced here in

the table below.

Table B.1. The Aircrafi. Flight Conditions

Plant # || Speed cG Weight o CL Cr, C Cing
(kts) | (% MAC) | (Ibs)
] 40 50 150 10.4° [ 1.289 [ 1.091 [ 0.0653 | —4.528
2 100 50 150 | —1.64° | 0:210 | 1.806 | 0.0615 | —=5.266
3 100 25 200 | —0.96° | 0.280 | 1.94 | —0.0072 | —6.133
4 70 50 200 1.9% [ 0.564 | 1.5564 | 0.0082 | —1.527
5 70 25 150 | 0.556° | 0.427 | 1.769 | —0.0448 | ~5.595
61 70 25 150 | 0.556° | 0.427 | 1.169 | —0.0448 | —5.595

{Note that plant #5 and #6 appear to be the same. Their flight
parameters shown in table B.1 are identical however changes were
made to the stability derivatives such -that plant #6 represents the

.

veiy worst case combination of the derivatives Ciy,, Cinyy Copy G,
and C7,.

The Lambda aircraft models for these flight conditions are provided by WRDC!/FIGL in
the form of the aircraft body axis primed dimensional derivatives. An explanation of this type of

acrodynamic derivative is found in references {3, 7).

The aircralt model in state space form used for this design is:

x(1) Ax(t) + Bu(?) (B.1)

y(t) Cx(t) + Dut) (B.2)




In the aireraft body axis dimensional derivative form, these equations become:
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Table B.2 and B.3 are tabular listings of the hody axis primed dimensional derivatives in

units of 1/sec.

Table B.2. Aircraft Model Lateral Dimensional Derivative Data

Flight Condition |
F1 | #2 | #3 T #4 T #5 1 #6 |
40 kts 100 kis 100 kts 70 kis 70 kis 70 kts |
CG 50% CG 50% CG 25% CG 50% CG 25% CG 25% ||
150 lbs 150 Ihs 200 1bs 200 lbs 150 Ibs 150 Ihs ||
a=104° | a=-1.64° | a=-0.96° a=19° o= 0.550° | o =0.556° |
Y] 0.475676 | 0.190265 | 0.190265 | 0.271798 | 0.271798 [ 0.271798
Y7 —0.0979 | —0.2d47452 | —0.185589 | —0.120427 | —0.17257 | —0.17257
Y7 0.18076 | —0.0286309 | ~0.0167993 | 0.0329826 | 0.0095594 | 0.0095594
Y, || =0.993786 | —0.993707 | —0.995281 | —0.995258 | —0.993712 | —0.993712
Y, || 0.0735538 | 0.184001 | 0.138001 | 0.0965049 | 0.128793 [ 0.128793
T —4.42851 | —5.23061 | -8.84221 | —6.58808 | —4.38385 | —4.30435
L, || —289123 | —12.467 | —11.1274 | —7.68487 | —8.58097 | —10.205
Ly 3.3633 | 1.84869 2.00065 2.39331 2.10875 2.10248
Li, || 0-582036 | 33515 300717 TAT7171 1.63497 L.63497
Ly || -0-582036 | -83515 | -3.01717 | —147777 | —1.63497 | —1.63497
Ik, 6.55765 40.8274 36.7615 18.0489 20.0038 20.0038
Ly, || 655765 | —40.8274 | -36.7615 | —18.0489 | —20.0038 | —20.0038
L, 11.8798 73.663 66.3312 32.4528 36.0059 36.0059
L7, —11.8798 | —73.9822 | —06.3312 | —32.4528 | -36.0059 | —35.0059
. 1.26732 —1.25659 | —0.662067 | 0.641964 | 0.208767 | 0.208767
N, 1.53915 11.532 12.8746 5.31588 9.55164 340761
N7 || —0.823552 | —0.0941559 | —0.226784 | —0.552717 | —0.54654 | —0.551241
NI =0.187398 | —0.779109 | —0.864736 | —0.503889 | —0.901531 | —1.62835
N || ©0.0565537 | —0.0508011 | —0.0280877 | 0.0272348 | 0.0118997 [ 0.0118997
N}, || —0-0565537 | 0.0508011 | 0.0280877 | —0.0272348 | ~0.0113997 | —0.0118997
N7, || 0-205708 | —1.15497 | —0.979359 | —0.240337 | -0.523322 | —0.523322
Nj, || —0-205708 | 1.15407 | 0.979359 | 0.240337 | 0.523322 | -0.523522
N, | OTII915 | —2.41373 | —2.15844 | —0.787371 | -1.35742 | —1.35742
N, || 0111915 | 2.41856 2.15844 0.787371 1.35742 1.35742
N} || 365563 | —23.2352 | —21.9503 | —10.751 | —16.1346 | —16.1346
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Table B.3. Aircraft Model Longitudinal Dimensional Derivative Data

Flight Condition

#1 #2 #3 #4 #5 #6
4U kis “100 kts 100 kts 70 kis 70 kis 70 kts
CG 50% CG 50% CG 25% G 50% CG 25% CG 25%
150 1bs 150 Ibs 200 Ibs 200 Ihs 150 Ibs 150 Ibs
a = 10.4° o =-1.64° a =-0:96° a=109° a = 0.556° | a=0.550°
-32.17 -32.17 -32.17 =32.17 ~-32.17 -32.17
0.003855006 [ —0.0574517 | —0.0413963 | —0.0243532 | —0.0360561 —1.30833 .
38.0952 —6.35954 4.51655 31.4246 22.9839 21.5225
—12.0748 4.75225 2.76989 -3.87661 —1.11515 =1.11515
-~1.15621 0.0146258 —0.300342 ~0.763416 —0.635744 ~0.635744
—1.1562\1 0.0146258 —0.300342 —0.763416 —0.635744 | ~0.635714
-3.53819 0.303286 —0.743093 —2.36357 —1.89333 -1.89333
-3.53819 0.303286 —=0.743093 —2.36357 ~-1.89333 ~1.89333
—2.10141 0.944603 0.0970785 -1.20335 =0.820593 —0.820593
—2.10141 0.944603 0.0970785 3 —1.20335 —0.820593 ~0.820593
0 0 0 0 0 0
—0.014259 | —0.00314731 | —0.0026521 | —0.00376754 | ~0.00428808 | —0.004392:
-=1.32638 ~5.29872 -4,01458 =2.81562 —-3.72577 —3.72589
0.983807 0.981947 097774 | 0.987683 0.970904 0.970904 .
-0.081291 -0.20285 =0.150277 | -0.103929 —0.14037 —0.14037
. —0.081291 =0,20285 -0.150277 -0.103929 ~0.14037 —0.14037
—0.250987 —0.647605 | —0.487936 -0.339101 ~-0.448443 | —0.448443
—0.250987 —0.647605 —0.487936 -0.339101 —0.448443 —0.448443
—-0.157063 | —0.405856 ~0.304528 ~0.211861 —-0.282525 | —~0.282525
~0.157063 —0.405856 —0.304528 —0.‘2}1861 —0.282525 —0.282525
0 ) 0 0 - 0 0
0.0141923 0.00402177 | —0.00228065 | 0.000253322 | 0.00563355 | 0.00625911
—3.377 9.66986 —45.4757 _7.38835 —-24.5418 | -31.1685
—1.29817 —3.64553 ~3.38135 —1.83295 —2.8509 —3.69636
—4,41083 —26.9074 ~-23.2027 —10.5787 —14.1915 ~14,1915
—-4,41083 —26.9074 -23.2027 —10.5787 ~14.1915 —14.1915
0.00321951 | —0.204912 —5.9655 —0.140934 —3.59539 -3.59539
0.00321951 | —0.204912 —5.9655 —0.140934 ~3.59539 -3.59539
0.0335753 0.0555291 —3.91485 —0.0134475 ~2.35926 -2.35920
0.0335753 0.0555291 —3.91485 70.0134475 —2.35926 —2.35926
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Equation B.3 shows the longitudinal and lateral mode decoupling present. in this model. The
sections below present. the A and B matrices of the state space models used in this study. They
are derived by inserting the data presented in Tables B.2 and B.3 into Equation B.3. For ease of

preselation the matrices are displayed in the form of A1, A2, B1, B2 where:

Al 0
A = (B.5)
0 A2
L
B1
B = (B.6)
B2

B.t Might Condition #1 — Speed 40 kts, CG 50% MAC, Weight 150 lbs, a = 10.4°

B A
0 0 0 1.0
—32.17 .00385506 38.0952 —12.0748
Al = (B.7)
0 —.0104259 ~1.32638 0.983807
0 0141923 -3.3774 —1.29817
0 0 1.0 0
4750676 —0.0979 18076 —.993786
A2 = (B.8)
0 —4.,42851 -2.89123 3.3633
0 1.53915 —.823552 -—.187398




B1

B2

Al

[ 0 -1.15621
0 -1.15621
0 -3.5381Y
0 -3.53819
0 -2.10141
0 -—~2.10141
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 .0735538

0 0 1.0
-32.17 -0.057451 —6.35954 4.7522

0 —0.00314731 —5.29872 0.981947

0 0.00402177  9.66986 —3.64553

—.0812910

~.0812910

~.2509870

-.2509870

—-.1570630

—.1570630

0

5820360

—.5820360

6.55765

~6.55765

11.8798

—11.8798

1.26732

—4.41083

-4.41083

.00321951

.00321951

0335753

0335753

0

0565537

—.0565537

.2057080

—.2057080

1119150

—~.1119150

—3.65563

(B.9)

(B.10)

(B.11)




A2

Bl

B2

0 0 1.0
0.190265 -0.247452 —0.0286309

0 -5.23061 -12.467

0 11,532 —0.0941559
0 0.0146258 -—0.20285 —26.9074
0 0.0146258 -0.20285 —26.9074
0 0.303286 —0.647605 -—0.204912
0 0.303286 —0.647605 —0.204912
0 0.944603 —0.405856 0.0555291

0 0.944603
0 0
0 0
0 0
] 0
0 0
0 0
0 0

0 0.184001

—-0.993707

184869

-0.779109

~0.405856 00555291
0 0
3.3515  —0.0508011
-3.3515  0.0508011
40.8274  ~1.15497
—-40.8274  1.15497
[73.603] [-2.41373)
[-73.9822] |2.41856]
~1.25659-  —23.2352

(B.12)

(B.13)

(B.14)



B.3  Flight Condition #3 — Speed 100 kis, CG 25% MAC, Weight 200 lbs, o = —0.96°

0 0 0 1.0
—32.17 —0.0413963  4.51655  2.76989
Al = (B.15)
0 ~0.0026521 —4.01458 0.97774
| 0 -0.00228065 -45.4757 —3.38135
0 0 1.0 0
0.190265 —0.185580 —0.0167993 —0.995281
A2 = (B.16)
0 ~8.84221  —11.1274  2.00065
0 12,8746 —0.226784 —0.864736
- AT

0 —0.300342 —0.150277 -—23.2027
0 —0.300342 —0.150277 —23.2027
0 —0.743093 —0.487936 —5.9655
Bl = |0 -0.743093 -0.487936 —5.9655 (B.17)
0 0.0970785 —0.304528 -—3.91485

0 0.0970785 —0.304528 -—3.91485

0 0 0 0
- T
0 0 3.01717  —0.0280877
0 0 -3.01717  0.0280877
0 0 36.7615  —~0.979359
B2 = o 0 —-36.7615  0.979359 (B.18)
0 0 66.3312  —2.15844
0 0 —06.3312  2.15844
0 0.138001 -—0.662067 ~—21.9503
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Al

A2

B1

B2

=32.17

0

0.271798

0

0

0

—0.0243532

—0.00376754

0.000253322

0

~-0.129427

—06.58808

5.31588  —0.5527I7

0.0329826

B.4  Flight Condition #4 — Speed 19 ks, CG 50% AMAC, Weight 200 lbs, a = 1.90°

0 1.0
31,4246  -3.87661

~2.81562 0.987683

7.38835 —1.83395

1.0 0

—0.995258

~7.68487  2.3933!

-0.503889
-T )

0 -0.763416

0 ~0.763416

0 —2.36357

0 —2.36357

0 -1.20335

0 -1.20335

0 0

0 0

0 0.0965949

—0.103929

~—0.103929

—0.339101

—0.339101

—0.211861

—0.211861

0

147777

-1.47777

18.0489

—18.0489

32,4528

—32.4528

0.641964

B-9

—-10.5787

~10.5787
—0.140934
~0.140934
—0.0134475
—0.0134475

0

0.0272348 1
—0.0272348
—~0.240337

0.240337
—-0,787371

0.787371

—~10.751

L

(B.19)

(B.20)

(B.21)

(B.22)




B.5

Al

A2

B1

B2

0

~32.17

0

0.271798

0 —0.635744
0 —0.635744
0. -1.89333
0 -=1.89333
0 -0.820593

0 -0.820593

LO 0

0 0

L 0 0.128793

—0.0360561

0 —0.00428808
0 0., 0355
-0.
0 -4,

I 0

9.55164

0

0 1.0 0

1725%

38385

—0.14037

~0.14037

—0.448443

—0.448443

—0.282525

—-0.282525

0

1.63497

~1.63497

20.0038

-20.0038

36.0059

—36.0059

0.208767

B-10

22.9839
=3.72577

-24.5418

0.0095594
~8.58997

—0.54654 ~0.901531

—0.0118997

Flight Condition #5 — Speed 70 ks, C'G 25% MAC, Weight 150 lbs, o = 0.556°

0 1.0

~1.11515
(13.23)

0.970904

-2.8509

—0.993712
(13.24)

2.10875

a7
—14.1915

—-14.1915
—3.59539 (B.25)
~2.35926

-2.35926

0

0.0118997 W

—0.523322
0.523322 (B.26)

—1.35742
1.35742

—16.1346




B.6  Flight Condition #6 — Speed 70 ks, C'G 25% MAC, Weight 150 lbs, o = 0.55G°

Al

A2

B1

B2

=32.17

0.271798

0

0 -4,

0 3.40761

—0.635744
—0.635744
—1.89333
—1.89333
--0.820593
~—0.820593

0

0

0

0.128793

—1.30833

—0.0043924

0.00625911

-0.

0

21.5225

—31.1685

0 1.0

0 1.0

17257

30435 ~1

—0.14037

—0.14037

—0.448443

~0.448443

-0.282525

—-0.282525

0

1.63497

~1.63497

20.0038

—20.0038

36,0059

~36.0059

0.208767

B-11

0.0095594

~0.551241

0.205

—14.1915

~14.1915

~2.35926
~2.35926

0

0.0118997

—0.0118997

—0.523322

0.523322

~1.35742

1.35742

~16.1346

—1.11515
=3.72589  0.970904
—3.69636
0
=0.993712
2.10248

—1.62835

T

(B.27)

(B.23)

(B.29)

(B.30)




Appendix C. Transfer Functions

The sections of this appendix present listings of all the transfer functions used at the various

slages of this thesis. Elements of Po(s), P.(w') and Q(w') are listed. The following tabular listings

of transfer functions are presented in factored numerator/denominator form with the complex

[requeney variable s or w' omitted. Left-half plane roots are preceeded by a negative sign. Where

the sign is omitted, a plus sign (right-half plane) is assumed. All roots are presented within a set

of parentheses. Gain is not enclosed in parentheses and will have either sign.

C.1  Effective Plant Transfer Functions P(s)

This section contains listings of the s-plane effective plant transfer functions. Each table

presenls all the nonzero elements of the 3x3 P,(s) for a given flight condition. Equation C'.1 shows

the notation used for the elements of P,(s) in the tables.

P.(s)

Dey 0
= 0 Peas
0 Des,z

Table C.1. P,(s) Transfer Functions-Plant # |

Dezs

Deas
o

(C.1)

[| Element ||

Plant # 1

1.4280¢5 (0)(—0.6263 £ J0.1698)

Pery " (=0.0198 £ J0.5799)(—1.2906 £ 71.8705)(—12.7003 £ 712.7559)(

—50.0007) "

3.8562¢5 (0)(~0.4265 £ j1.4600)

Pez2

(0.1891)(=0.4389 % /2.0502){—2.4878)(—12.7008 & J12.7559)(—50.0007)

6.3514¢d (=1.1390)(1.5895 £ J1.1960)

DPeaa

(0.1891)(—0.4389 % ;2.0502)(—2.4878)( —12.7003 % J12.7559)(—50.0007 )

—2.9511c5 (0)(—0.7821)(3.9402)

Peas (0.1891)(~0.4389 & ;2.0502)( —2.4878)(—12.7003 & 712.7559)(~50.0007)

2.9429¢5 (—0.0474 £ J0.6081)(—3.6891),

Pes s

(0.1891)(—=0.4389 £ )2.0502)(~2.4878)(—12.7003 £ 512.7559)(—50.0007)




Table C.2. P,.(s) Transfer Functions-Plant # 2

{{ Element. |{

Plant # 2

Deyy

8.1162¢ (0)(—0.0537)(—5.3900)
(0.1325)(=0.2352)(= 1.2270)(=7.6720)(=12.7003 % 712.7559)(=50.0007)

2.5445¢0 (0)(—0.6233 £ 3.4493)

Pezn " (0.0222)(—0.5180 % ;3.4026)(—12.4798)(~12.7003 % 712.7559)(=50.0007)

Des,» "

2.9439€5 (0.1343 £ J1.2799)(—12.0524)
(0.0222)(=0.5180 £ /3.4026)(—12.4798)(—12.7008 = J12.7559)(—50.0007)

1)82,3

~ —1.0941eb (0)(1.1454 = J0.8033)
(0.0222)(—0.5180 =+ 43.4026)(=12.4798)(—12.7003 % 412.7559)(—50.0007)

Pesa

1.9212¢6 (0.0828)(—0.2450)(—12.5158)
(0.0222)(—0.5180 % 43.4026)(—12.4798)(—12.7003 £ J12.7559)(—50.0007)

Table C.3. P,(s) Transfer Functions-Plant # 3

(| Element |

Plant # 3

II Para

T.6445eb (0)(—0.0451)(=3.6625)

(=0.0139 £ 0.2480)(~3.7048 & 46.6611)(— 12.1003:1:_)12.7559)(-570.()007) II

Peaa

2.2190¢6 (0)(—0.6535 £ J3.0008)
(0.0231)(=0.5328 & J3.6193)(—11.1352)(= 12.7003 £ 412.7559)(=50.0007 )

Pes.z

2.8249¢b (0.1806 x j1.4726)(—9.7427)
(0.0231)(—0.5328 £ ;3.6193)(—11.1352)(~12.7003 = y12.7559)(~50.0007)

Peas

— —1.0209¢6 (0)(—0.8920)(3.4912)
(0.0231)(—0.5328 & /3.6193)(—11.1352)(—12.7003 % 412.7559)(—50.0007)

1’83,3

1.8129¢6 (—0.0506 % j0.1560)(—11.2601)

(0.0231)(—0.5328 % 43.6193)(—11.1352)(~12.7003 % ;12.7559)(—50.0007)

Table C.4. P.(s) Transfer Functions-Plant # 4

| Element

Plant # 4

3.4279¢5 (0)(—0.0653)(—2.8621)
(=0.1501 & 0.4787)(0.6851)(—5.0588)(—12.7003 % 412.7559)(—50.0007)

ll Dea

1.0995¢06 (0)(—0.4823 £ j2.4563)
(0.0543)(=0.3960 = )2.4610)(—7.5804)(—~12.7003 + »12.7559)(—50.0007) ||

" 1783.2

~ 1.4788e5 (0.1965 £ y1.7501)(—4.0413)
(0.0543)(—0.3960 + j2.4610)(—7.5804)(—12.7003 £ 112.7559)(—=50.0007)

" Peas

—5.111365 (0)(—L.1707)(4.2869)
(0.0543)(=0.3960 + j2.4610)(—7.5804)(=12.7003 £ 412.7559)(=50.0007)

" Dess

8.8359¢5 (—0.0401 £ j0.3217)(8.0485)
(0.0543)(—0.3960 + j2.4610)(—7.5804)(—12.7003 £ 12.7559)(—50.0007)

C-2




Table C.5. P.(s) Transfer Functions-Plant # 5

[I Element ||

Plant # 5 f

4.6745eb (0)(—0.0076)(—3.4077)
Pevr 1l (20,0187 £ J0.3128)(—3.2927 & j4.8633)(—12.7008 = J12.7559)(=50.0007)
) 1.2280€6 (0)(—0.1200 £ J3.1499)
Peza (0.0503)(=0.6035 % J3.1501)(—8.5073)(—12.7003 £ y12.7559)(—50.0007)
) 2.1510€b (0.1709 = J1.6363)(—5.9004)
Peaz (0.0503)(—0.6035 & 73.1501)(—8.5073)(=12.7003 = J12.7559)(=50.0007)
—6.0021e5 (0)(—0.1311)(3.8081)
Pez.s (0.0503)(=0.6035 % J3.1501)(—8.5073)(—12.7003 = J12.7559)(—50.0007)

Pes.s "

1.3289¢6 (—0.0331)(—0.0637)(—8.8370)
(0.0503)(=0.6035 % 43.1501)(—8.5073)(=12.7003 & J12.7559)(~50.0007)

Table C.6. P,(s) Transfer Functions-Plant # 6

| Element |l

Plant # 6 |

" , .0745¢5 (0)(—1.3601)(—3.3101)
Pers || (20,007 1)(=1.2042)(=3.7 146 & /5.501 1)(—12.7003 % 712.7559)(=50.0007)
" ’ 1.2280¢6 (0)(—1.0888 £ J1.8150)
| Pe2= || {0.0010)(=0.9489 % 1.7812)(— 10.1092)(= 12.7003 £ J12.7559)(=50.0007)
) 2.1570¢5 (—0.0132 £ J0.9472)(—7.1800)
Peaz || 70,0010)(=0.9489 & J1.7812)(=10.1092)(=12.7003  712.7559)(—50.0007)
: —0.0021€5 (0)(—1.4933)(4.4222) ~
Pezs || 10.0010)(—0.9489 £ J1.7812)(=10.1092)(—12.7003 = J12.7559)(—50.0007)
! ] 1.3289¢6 (=0.0701 £ J0.2587)(—10.1595)
Peas || 10.0010)(—0.9489 % J1,7812)(=10.1092)(—12.7003 & J12.7559)(—50.0007)




C.2  Effcclive Plant Transfer Functions P, (w')

This section contains listings of the w/-plane effective plant transfer functions used in this
study. Each table presents all the nonzero elements of the 3¢3 P.(w') for a given flight condition.

Equation (.2 shows the notation used for the elements of P,(w') in the tables.

%1,- 0 0 Pery O 0
Pe( wl) = 0 -’g;((_(::’;)-)- ‘E{%")—) = 0 pe'z.‘.r pt'.-.a ((-"2)
0 —'L"l-;’— '—“‘i;’— 0 »p P
| dpw’)  Sp(w’) | L €3.2 €3.3
Table C.7. P (w'} Transfer Functions-Plant-# 1
[| Element |[ Plant # 1 i
Bd511¢ = b (0)(=0.0203 & J0. 1006)(120)(= 140.1 131)(155.5707)(=017.3232)
" Per (—0.0198 & 0.5799)(—L.2908 & 71.8704)(—12.7950 & J12.0603)(—47.2948)
) 1.4900e — 4 (0)(~0.4265 £ J1.4601)(120)(—140.0479)(155.7088)(—935.7121)
Peso (0.1891)(—0.4390 & )2.0503)(~2.4875)(—12.7956 % y12.6600)(—47.2950) ]
, 3.5400¢ — 5 (—1.1390)(1.580% £ J1.7959)( 120)( 139.8569)( 156.1404)(—902.3886)
Pes.2 (0.1891)(~0.4390 & 52.0503)(—2.4875)(—~12.7956 % #12.6600)(—47.2950)
—1.1963¢ — 4 (0)(—0.7821)(3.9388)(120)(—139.7862)(156.3146)(—890.2361)
Peas (0.1891)(—0.4390 £ )2.0503)(—2.4875)(—12.7956 £ y12.6600)(—47.2950)
T.0050¢ — 4 (—0.0414 £ J0.0081)(—3.6819)(120){—140.2478)(155.2860)(=07 2.2631)
Pes,a (0.1891)(—=0.4390 + )2.0503)(—2.4875)(—12.7956 % 712.6600)(—47.2950)




Table C.8. P (w') Transfer Functions-Plant # 2

[ Element || Plant # 2 [
, 3.4105¢ — 4 (0)(—0.0537)(—5.0864){120){~130.0607)( 155.5809)(—021.0612)
Pesy (0.1325)(—0.2352)( = 1.2269){ —7.06 16)(— 1277956 & J12.6603)(—47.2948)
, " 1.0980¢ — 3 (0)(—0.6238 £ J3.4502)(120)(—170.3144)( 157.1567)(—830.1928) H
Pesa (0.0222)(—0.5 18 £ 43.4035)(— 12.4350)( 4 2.7956 & J12.6600)(—47.2950)
T.1987¢ — 4 (0.1348 & J1.2190) (= 12.0121)(120){110.0009){ 155.6224)(=0413.1003) ||
Peaa " (0.0222)(—0.5184 = ;3.4035)(=12.4350)(—12.7956 % y12,6600)(—47.2950) "
—2.0050¢ — 4 (0)(1.1454 £ J0.5033)(120)(=139.1551)(15 7.7 230)(— 108 5383)
Pers (0.0222)(—0.5184 = )3.4035)(—12.4350)(~12.7956 % »12.6600)(—47.2950)
) T.2851¢ — 4 (0.0828)(—0.2450)(—12.4700)(120){— 140.1535)(155.4964)(=051.2558) |
Pes.s (0.0222)(=0.5184  y3.4035)(—12.4350)(—12.7956 = J12.6600)(—47.2950)
‘able C.9. P.(w') Transfer Functions-Plant. # 3
[I Element ] Plant # 3 I
3.0075e ~ 4 (0)(—0.0451)(—3.6614)(120)(—139.9680)( 155.9448)(—~919.4859)
" Per.s (—0.0139 £ ;0.2480)(—=3.7150 = y6.6615)(—12.7956 £ y12.6600)(—47.2950)
: 0.7022¢ — 4 (0)(~0.0541 &£ J3.6970)(120){—130.077)(160.9547)( —543.3652)
Peza (0.0231)(—=0.5333 = j3.6203)(—11.1034)(=12.7956 % y12.6600)(—47.2950)
. 1.097de — 4 (0.1806 £ y1.4726)(—9.1213)(120)(—140.0154)( I55.7166)(—930.1079)
Peaa (0.0231)(—0.5333 £ 43.6203)(—11.1034)(~12.7956 £ »12.6600)(—47.2950)
=4.5335¢ — 4 (0)(—0.8920)(3.4902)(120)(—139.2261)( 157.5809)(—807.4862)
Pez,s (0.0231)(—=0.5333 £ »3.6203)(—11.1034)(—12.7956 % j12.6600)(—7.2950)
) G.5758¢ — 4 (—0.0500 & J0.1500)(—11.2272)(120)(= 140.1542)(155.4983)( —054.2588)
Peas (0.0231)(—0.5333 & 3.6203)(—11.1034)(—12.7956 £ j12.6600)(—47.2950)
‘able C.10. P,(w') Transfer Functions-Plant # 4
[l Element ] Plant # 4 |
T.3144¢ — 4 (0)(=0.0653)(—2.5615)(120)(— 140.0838)(155.6183)(—942.5994)
" Pers (=0.1501 2 J0.4788)(0.6851)(—5.0558)(— 12.7956 £ J12.6600)(—47.2950)
4.5052¢ — 4 (0)(—0.4825 % j2.4566)(120)(—139.7067)(156.4401)(~879.0487)
II Pesa (0.0543)(—0.3962 £ y2.4613)(=7.5703)(—12.7956 £ j12.6600)(—47.2950) "
" , 5.8138¢ — 5 (0.1966 £ J1.7502)(—4.0308)( 120)(— 139.8364)( 156.0451)(— 908 3511) "
Pes.a (0.0543)(—0.3962 £ y2.4613)(=7.5703)(—12.7956 % J12.6600)(—47.2950)
” , —2.4784c — 4 (0)(—1.7700)(4.2351)(120)(—130.4135)( 1501 92)(—5835.3336)
Peza _(0.0543)(=0.3962 % j2.4613)(—=7.5703)(—=12.7956 % y12.6600)(—47.2950)
. 3.3242¢ — 4 (~0.0401 £ 30.3217)(-8.0364)(120){— 140.1948)( 155.4034 }( —962.0808)
Peas (0.0543)(—0.3962 = j2.4613)(=7.5703)(—12.7956 £ y12.6600)(—47.2950)




Table C.11. P.(w') Transfer Functions-Plant # 5-

it Element. || Plant # 5 H

T.5248¢ — 4 (0)(=0.0016)(—3.4068)( 120)( ~ 140.0000)( 155.8433){ ~926.2329)

Per " (=0.0137 & 0.3428)(—3.2973 £ )4.8623)(—=12.7956 £ »12.6600)(—~47.2950)
5.0799¢ — 4 (0)(=0.7205 £ J3.1505)(120)(~ 139.0483){156.5001)(-8:0.0592) |

Pesz (0.0503){—0.6040 == j3.1508)(—8.4930)(—12.7956 £ 312.8600)(~47.2950) "

8.5117¢ — 5 (0.1709 £ y1.6364)(—5.8957)(120)( ~139.9257)(155.9651)( =9 14.8122)

Pesa (0.0503)(—0.6040 £ J3.1508)( —8.4930)( — 12.7956 & 712.6600)(—47.2950)
~2.6272e — 4 (0)(—0.1371)(3.8069)(120)(—139.3252)(15%.3713)(—820.5649) 7

Pezs (0.0503)(~0.6040 £ 53.1508 )(—8.4930)(—12.7956 & y12.6600)(—-17.2950) "

5.0342¢ — 4 (—0.0337)(—0.0637)(—8.8211){120){~ 140.1595){155.4841)(=055.3103)
Peas (0.0503)(—0.6040 £ j3.1508)(—8.4930)(—12.7956 £ »12.6600)(—47.2950)

‘Table C.12. P.(w') Transfer Functions-Plant # 6

[I Element ]|

Plant # 6 ] 1l

) T.8455¢ — 4 (0)(—1.3601)(—3.3093)(120)(—139.9407)(155.9830)(—915.5080)
Pera (=0.0971)(=1.2042)(3.7212 & J5.4997)(=12.7956 = f12.6600)(—47.2950)
: " 5.1703¢ — 4 (0)(—1.0800 & J1.8156){120)(—139.5386)(156.8025)(—853.6338)
Peaz (0.0010)(—0.9491 & J1.1781)(=10.0853)(=12.7953 £ 412.6596)(—47.2946)
8.519d¢ — b (—0.0132 £ J0.9472)(—71.1714)(120)(—139.8756)(156.0593)(—9006.8621)
“ Pesa (0.0010)(—0.9491 & J1.1781)(—10.0853)(=12.7953 % 712.6506)(—47.2946)
, =2.6700¢ — 4 (0)(—1.4932)(4.4202)(120){=139.2179){ 157.5095)(—806.1 141
Peas (0.0010)(—0.9491 & J1.1781)(—10.0853)(=12.7953 & J12.6596)(—47.2946)
5.0762¢ — 4 (—0.0701 & J0.2581)(—10.4331)(120)(—140.1117)(155.5787)(—946.8793)
| Peas I ~ (0.0010)(—0.9491 & J1.1781)(—10.0853)(— 12.7953 % 712.6596)(—47.2946)_




C.3 Design Transfer Functions Q(w')

This section contains listings of the w'-plane effective plant design transfer functions used

in this study. Each table presents all the nonzero elements of Q(w') for a given flight condition.

Equation C.3 shows the notation used for the elements of Q(w') in the tables.

na(w') oo o

Q) = o qaa(w’)  qo3(w)

o0 gz2(w') g3 3(w')

L o

Table C.13. Q(w’) Transfer Functions-Plant # 1

(C.3)

| Element || Plant. # 1

|

o B.4511¢ — b (0)(—0.6203 = J0.1696)(120)(—140.1131)(155.5107)(—947.3232)
: (=0:0198 + j0.5799)(=1.2008 & 71.8704)(—12.7956 £ 712.6603)(—47.2948)
" 1.7669€ — 4 (0)(—0.0661){120)(—140.0097){155.5963)(—972.2681)
e (=0.0474  40.6081)(—3.6879)(—12.8491 & J12.6632)(—47.1230)
s —8.07I1e — 4 (0)(—0.0601){120)(—140.0997)(155.5963)( —944.8128)
2 (—1.1390)(1.5897 & J1.7959)(= 12.8289 & J12.7042)(=47.4427)
s 1.7141¢ — 4 (—0.0661){120)(~140.1008)(155.5963)(—944.8400)
> (=0.7821)(3.9388)(—=12.8130 & J12.7074)(=47.1581)
o 1.2999¢ — 4 (0)(—0.0061)(120)(—140.9967)(155.5963)(—935.7121)
: —(0)(=0.4265 + y1.4601)(=12.8472  12.6911)(—47.3705)




Table C.14. Q(w') Transfer Functions-Plant # 2

It Element ji Plant. # 2 |
on || Lobe = 4 (O)(=0.0537)(~5.3864)( [20)(— [39.9607)( 155.8800 (21 0612)
: (0.1325)(=0.2352)(=1.2269)(—7.0616){ — 12.7956 & J12.6608)(—47.2948)
" " " T.1:50¢ — 3 (0)(=0.1576)(120){—139.3610)( 15:.1885)(—828.3031)
- (0.0828)(—0.2456)(—=12.47006)(—12.8582 & )12.6983)(—47.4953)
" s 7 584be — 3 (0)(=0.1570)(120)(—139.3610)(15".1855)(—828.3031)
' {0.1343 & 71.2799)(—12.0121)(—12.8388  »12.7237)(—47.5038)
o 1.8479¢ — 3 (—0.1576)(120)(— 140.1485)( 155.5064 )( ~953.3663)
- (1.1454 % j0.8033)(—12.8665 % y12.6758)(—47.4853)
o 7.1895¢ — 4 (0)(=0.1576)(120)(—140.1485)(155.5064){ —953.3663)
’ {0)(—0.6238 £ j3.4502)(—12.8500 % y12.7167)(—47.1625)
Table C.15. Q(w') Transfer Functions-Plant # 3
| Element |f Plant # 3 |
" " 3.0075¢ — 4 (0)(=0.0451)(—3.6614)(120)(~139.9680)(155.9448){ —919.4859)
) (=0.0139 = j0.2480)(—3.7150 % )6.6615)(—12.7956 £ 12.6600)(—47.2950)
: 1.0420¢ — 3 (0)(~0.1065)(120)(~139.4540)(156.9874){ —841.3625)
12,2 (—0.0506 % j0.1560)(—11.2272)(~12.8748 % 712.6823)(—47.4210)
" e " —0.5323¢ — 3 (0)(—0.1065)(120)(—139.4546)(150.9814)(—841.9625)
" (0.1806 4= j1.4726)(—9.7213)(—12.8617 & y12.7206)(—47.1282)
7 ins 1.6745¢ — 3 {—0.1065)(120)(—140.1419)(155.5230)(—952.0646)
- (—0.8920)(3.4902)(—12.8356 % j12.7142)(-47.1076) _
" s 7.3886¢ — 4 (0)(=0.1065)(120)(—140.1419)(155.5230){ —952.0640)
’ (0)(—=0.6541 £ 33.6979)(—12.8412 4+ 12.7109)(—47.1565)
Table C.16. Q(w') Transfer Functions-Plant. # 4 .
(| Element. | , Plant # 4 ] |
s || L2l — 4 (O)(-0.0653)(~2 8O I5)(120)(— [40.OB3R)( 155 6 I83)(=942.5994)
) (—=0.1501 & j0.4788)(0.6851)(~5.0558)(—12.7956 = 412.6600)(—47.2950)
g 4.9431¢c — 4 (0)}{~0.0830)(120)(~139.6980)(156.4615)(—877.6426)
o (—0.0401 = j0.3217){—8.0364)(—12.8498 % y12.6991)(—47.1429)
" e " —2.7975¢ — 3 (0)(—0.0830){120)(—140.1558)(155.4522)(-955.0350)
. (0-1966 = 41.7502)(—4.0398)(— 12.8538 & J12.693L)(—47.1554)
" o T.0212¢ — 4 (—0.0830)(120)(—140.1558)( 155.4822)(—055.0350)
B (—1.1706){(4.2851)(~12.8134 % 712.7222)(—47.1643)
" " 3.5473¢ — 4 (0)(=0.0830)(120)(=140.1558)( 155.4822){ —955.0350)
' {0)(—0.4825 3 y2.45606)(—12.8281 % 412.7080)(—47.1357)




Table C.17. Q(w’) Transfer Functions-Plant # 5

(| Element | Plant # 5 [
" T.8248¢ — 4 (0)(=0.0670)(—3.4008){ 120)(— 140.0000)(155.8433)( —926.2329)
' (=0.0137 £ §0.3428)(—3.2973 % J4.8623)(=12.7956 & J12.6600)(—47.2950) |
oo 5.5241e — 4 (0)(—0.0976)(120)(—139.6341)(156.5994)(—867.8138)
22 (=0.0337)(=0.0637)(—8.8211)(—12.8540 = J12.6876)(—7.4875)
" —3.2672¢ — 3 (0)(—0.0970){120)(— 140.1311)(156.5994)(—950.25392)
3, (0.1700 = 41.6364)(=5.8957)(—12.8834 £ J12.6715)(—47.1973)
o T.1210¢ — 3 (—0.0976)(120)(—140.1311)(156.5417)(—950.2532)
o (—0.1371)(3.8009)(—12.8382 3 y12.6938)(—47.4333)
" 5.4744e — 4 (0)(—0.0976)(120)(~140.1311)(155.5417){—D50.2532)
3 (0)(—0.7265 = J3.1505)(— 12.8398 = 712.7029)(—47.3843)
) Table C.18. Q(w’) Transfer Functions-Plant. # 6
| Element ] Plant # 6 ' I
" T.8455¢ — 4 (0)(—1.3601)(—3.3003)( 120)(— 139.9407)( 155.9830)(~915.5630)
’ (=0.0971)(—1.2042)(—3.7212 % 45.4997)(—12.7956 = 312.6600)(—47.2950)
" e 5.6210¢ — 4 (0)(—0.1406)(120)(—139.5234){ 156.8387)(—851.3130)
7 o {—=0.0701 £ J0.2587)(—10.4331)(-~12.8653 & j12.7141)(—47.1209)
s =3.3261¢ — 3 (0)(—0.1460){120)(—140.0843)(155.6334)(~851.3130) "
- (—0.0132 % j0.9472)(=7.1714)(—12.8833 £ j12.6763)(~-47.4618)
o3 1.2702¢ — 3 (—0.1466)(120)(—140.0843)(155.6334)(—851.3130)
- (—1.4932)(4.4202)(—12.8215 £ y12.7387)(—47.4669)
. ~ 5.5193¢ =4 (0)(—0.1466)(120)(—140.0843 ){ 155.6334)(—942.1600)
e (0)(—1.08:50 £ )1.8156)(—12.8341 & 12.7253)(—47.4609)




Appendix D. QFT Design Response Models

This appendix presents the QFT design response models used in this thesis. The roll-rate
response model (p) and the yaw-rale response model (r) are the same as those used by llamilton
[8]. The piteh-rate response model (¢) is synthesized to provide desirable pitch-rate time-domain
figures-of-merit. Table D.1 lists the figures-of-merit for all the response models. The w'-plane and

s-plane response models are presented.

D.1  s-plane Modcls

D.1.1  Lower Bound Pitch-Rate (q)

qp(s)  _ 270 (D.1)
(Iv:mdl,a(s) (s + 3)(3 + 9)(8 + 10) ’
D.1.2  Upper Bound Pitch-Rate (y)
quB(s) 100
= = D.2
Yemdyp(85) s* 4+ 8s-+ 100 ( )
D.1.3  Lower Bound Roll-Rate (p)
pe(s),  _ 192 (D.3)
Pemdy5(8) (s+4)(s+4)s+12)
D.1.4  Upper Bound Roll-Rate (p)
pus(s) 5
—_— = A
Pemdirp (s) s+5 (D-4)




D.1.5 Lower Bound Yaw-Rate (v)

rep(s) | _ 3 r
temdrp(8)  (s+ L)(s+1)(s+3) (D.5)

D.1.6  Upper Bound Yaw-Rate (v)

rep(s) _ 1.25

] 1 1 L 1 1 1 1 1 1

0 5 115 2 25 3 S 115 2 253
Time (sec) Time (sec)
Yaw-Rate

- D.6
"r:mdug(s) s+ 1.25 ( )
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1.2 I L L L 1.2 T
1 1k
4(1) Z () g - -
G (%) i
2 9 i
0 0
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I
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(M Hp
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2
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0 5 115 2 25 3
Time (sec)

Figure D.1. s-plane QFT Closed-Loop Channel Design Model Step Response Bounds

Table D.1 presents the s-plane response model figures-of-merit. For this study, the s and w'-plane
models are approximately equal and thus the figures in Table D.1 also apply to the w/-plane models

presented next.
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Pitch-Rate Roll-Rate
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Figure D.2. s-plane QFT Closed-Loop Channel Design Model Frequency Response Bounds

Table D.1. Figures-of-Merit for the QFT Response Models
[[_Model | T (sec) [ T (sec) [ My 522 [ FV %21 |

2£C AlC
‘lcml:if(:(-') 0.84 1.56 1.0 1.0
g l{: “(.) 0.15 0.34 1.25 1.0
cm '.LB b
Lt 7087 | 156 | 1.0 10
- Pl{,B(’()') 0.44 078 0 o
cm ,La - N

frels) 3.48 6.22 1.0 1.0

Yemd, p(8)

rupls) 1.76 313 1.0 1.0

Femdprp ) i
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The notalion used in Table D.1 is as follows:

o T.—rise time
o T.—settling time
e AM,—maximum peak value

e Fi'—final value

D.2  w'-plane Models

D.2.1  Lower Bound Pitch-Rate (y)

qra(w’)  _ 5.16e—5(w' — 120)(w’ 4 197.6)(w’ = 219.7)

Yemdy 5 (') B (w' 4+ 3.00)(w' + 8.98)(w' + 9.98)

D.2.2  Upper Bound Pitch-Rate (3)

qup(w’)  _ 1.55e —4(w' — 120)(w' + 5396)

Qemdup (w")

D.2.3  Lower Bound Roll-Rate (p)

w' +4.02 & 9.17

pep(w')  _ 0.37e—4(w' — 120)(w' 4 198.5)(w’ — 218.5)

Pemdyp (') (w' + 3.99)(w' + 3.99)(w' + 11.96)

D.2.4 Upper Bound Roll-Rate (p)

pup(w')
Pemdys ( wl)

—0.0416(w' — 120)

w + 4.997

(D.8)

(D.9)

(D.10)




D.2.5 Lower Bound Yaw-Rate ()

rep(w’)  5.78e —5(w' — 120)(w' 4 205.4)(w' — 210.4) (D.11)
Pomdys(W') (w' 4+ 1.00)(w’ + 1.00)(w’ + 2.99) )
D.2.6  Upper Bound Yaw-Rale (r)
rup(w") —0.0104(w' — 120) .
—_— i = D.12
"cmdua(w') w’ + 1.25 ( l )

Since this is a w/-plane design, the frequency response plots in Figure D.3 describe the QFT

loop transmission performance frequency bounds for each MISO equivalent loop synthesis.
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Figure D.3. w'-plane QFT Closed-Loop Channel Design Model Frequency Response Bounds




Appendix E. Template Data

These tables contain all w/-plane template data generated by Matrix, for potential use in this
design. Templates are not necessarily generated for each vi shown in the tables helow. The actual
templates used in the design are shown graphically on the NC in the figures in each section below.

The scales on each NC are identical so the relative uncertainty hetween the loops is easily seen.

E.1 Pitch-Loop (41,1) SISO

Table E.1. Pitch-Loop (¢1,1) Templates for v = 0.001,0.01 rad/sec

Frequency v = 0.001 rad/sec v = 0.01 rad/sec
Plant # || Phase (°) | Magnitude (dB) | Phase (°) | Magnitude (dB)
1 90.1290 —-53.4132 91.2897 —-33.1088
2 —88.7934 =25.5107 —78.0601 —5.3964
K} 91.2477 —-53.2603 102.2761 ~33.0397
4 —89.1049 - —46.8717 —81.1163 —26.7702
5 90.8340 -55.7196 98.2795 —35.6192
6 89.4003 -31.9721 84.0835 —12.0174

Table E.2. Pitch-Loop (q1,1) Templates for vx = 0.05,0.1 rad/sec

Frequency v = 0